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ai-PROPERTIES IN FRECHET-URYSOHN 
TOPOLOGICAL GROUPS 

DMITRII B. SHAKHMATOV 

1. RESULTS 

If X is a topological space, then a function e: w ~ X is 
said to be a sequence converging to a point x E X provided 
that ran e\ U is finite for every open neighbourhood U of x, 
where as usual ran e== {e(i) : i E w}. We say that eis non
trivial if ran eis infinite. We will often identify a convergent 
sequence ewith the set ran e. 

Recall that a space is Frechet- Urysohn if, whenever a point 
x is in the closure of a subset A, there is a sequence from A 
converging to x. Arllangel'skii [2,3] introduced the notion of 
an ai-space and showed its imlJOrtance in determining whether 
a product of Frechet-Urysohn spaces is Frechet-Urysohn (see 
also [21-24] in this regard). 

1.1 Definition. Let X be a space, and let x be a point of 
X. A sheaf at x is a family {en: nEw}, where each en is a 
sequence converging to x. For i == 1,2,3 and 4, we call x an 
ai-point if for each sheaf at x there is a sequence econverging 
to x such that ran ~ intersects: 

(aI) each ran en in a cofinite set; 
(0'2) each ran ~n in an infinite set; 
(a3) infinitely many ran ~n in an infinite set; 
(a4) infinitely Inany ran ~n in a nonempty set. 

A space is an ai-space if each point of it is an ai-point. A v
space is a Frechet-Urysohn aI-space, and a w-space is a Frechet
Urysohn a2-space. 

The term "w-space" is due to Gruellhage, who originally 
defined these spaces by means of a natural convergence game 
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[12]. That this is equivalent to the definition adopted above 
is essentially due to Sharma [33]. Gruenhage pointed out that 
a condition equivalent to Q'2 is obtained when "infinite" is re
placed by "nonempty". (It suffices to split each en into in
finitely many sequences "vith disjoint ranges; then any ewhose 
range meets each of these will meet that of ~n in an infinite 
set.) 

First-countable spaces are v-spaces [2,3], and Q'i-spaces are 
Q'i+l-spaces for i == 1,2,3. The countable Frechet-Urysohn fan 
(the quotient space of the free union of the countable family of 
non-trivial convergent sequences obtained via identifying the 
limit points of these sequences to a single point) is an exam
ple of a "barely Frechet-Urysohn space" , i.e. Frechet-Urysohn 
space which is not even an Q'4-space. Nevertheless, countably 
compact Frechet-Urysohn spaces are Q'4-spaces [2,3]. Simon 
[35] constructed a compact Frechet-Urysohn space X whose 
square X x X is not Frechet-Urysohn. Since the product of 
a countably compact Frechet-Urysohn Q'3-space and a Frechet
Urysohn space is Frechet-Urysohn [2,3], X is a compact a4

space wllich is not an Q'3-space. Reznichenko [29] and some
what later Gerlits and Nagy [11] and Nyikos [26] independently 
of each other constructed a compact Frechet-Urysohn a3-space 
which is not an Q'2-space. Reznichenko's space X was addi
tionally an image of a first-countable compact spac,e under a 
continuous map f so that I f-l(X) I == 1 for all x E X except 
just a single point. Dow [8] showed that in Laver's model for 
the Borel conjecture (see [18]) each w-space is a v-space. Con
versely, Nyikos [28] showed that b = WI implies the existence 
of a countable w-space "vhich is not a v-space. (The number b 
is defined to be the least cardinality of an unbounded family in 
(WW, <*), where f <* 9 n1eans that f is eventually less than 9, 
Le. f(n) < g(n) for all bilt finitely many n.) Dow and Steprans 
constructed a model of ZFe in which every countable v-space 
is metrizable (announced in [9], but the proof presented here 
contains a gap; see [10] for a correct proof). On the other 
hand, every space of character < b is an Q'I-space [28], and 
countable spaces are Frechet-Urysohn under M A +-,eH [20], 
so any countable dense subset of 2W1 would be a nonmetrizable 
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v-space under M A +IeH. 
Originally Arhangel'skii added the following line to the list 

of ai-properties in Definition 1.1: 

(as) infinitely many ran en in a cofinite set. 

Nyikos [28] recently showed however that as-spaces coincide 
with at-spaces. Nevertheless this concept makes sense if one 
restricts oneself to considering only sheafs with disjoint ranges. 

1.2 Definition. (Nyikos). A sheaf {en: nEw} at x is disjoint 
provided that ran ~n n ran ~m == 0 for m =f n. We call x an 
at,s-point if for each disjoint sheaf at x there is a sequence e 
converging to x so that ran ~ intersects infinitely many ran en 
in a cofinite set. A space is an at,S-space if each point of it is 
an at,s-point. 

Clearly at-spaces are at,S-spaces. Nyikos [28] proved that 
every al,S-space is an a2-space thus justifying the name for 
this concept given above. Therefore, as follows from Dow's 
result cited above, in Laver's model for the Borel conjecture 
Frecllet- Urysohn at,S-spaces coincide with both w-spaces and 
v-spaces. On the other hand, Nyikos constructed in [28], under 
some additional set-theoretic assumptions, examples of count
able Frechet-Urysohn spaces with a single non-isolated point 
which show that neither of implications at => at,S => a2 is 
reversible. 

What is the behaviour of ai-properties in Frechet-Urysohn 
topological groups? Nyikos [25] pioneered in this direction. 
He proved that, unlike general topological spaces, Frechet
Urysohn groups are a4-spaces and that a sequential topologi
cal group is Frechet-Urysohn if, and only if, it is an a4-space. 
Nyikos asked whether Frechet-Urysohn topological groups must 
be w-spaces, i.e (.Y2-S1)aces ([25], Problem 5; this question was 
recently repeated in [26]). lIe has some partial results which 
show that most Frechet-Urysohn groups obtained via popu
lar constructions must be w-spaces [26,27]. Since a2 implies 
a3, the next theorem provides a consistent solution of Nyikos' 
question. 
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1.3 Main Theorem. Let H be the countable infinite group all 
elements of which have order 2 (this group is Abelian and uni
que up to isomorphism). Add WI Cohen reals to an arbitrary 
model M of ZFC. Then, in the generic extension M[G], there 
are Hausdorff group topologies To and 7i on H of weight WI 

having the following properties: 
(i) (H, To) is a Frechet- Urysohn non a3-space, 
(ii) (H,7i) is a w-space, but is not an al,S-space (and so is 

not also a v-space, because a1 implies a1,S). 
In particular, the existence of the groups above is consistent 

with any admissible cardinal arithmetic. 

For additional information connected with this theorem see 
Section 9. 

From Dow's result cited above we immediately obtain 

1.4 Corollary. The existence of a {countable} w-group which 
is not a v-group is consistent with and independent of ZFC. 

Recall that an indexed family {A a : a E K} of infinite subsets 
of w, where K is a cardinal, is said to be a tower provided that 
A,13 \ Aa is finite whenever a < (3 < K, and if A c w is infinite, 
then some A \ Aa also is infinite. A family F c W W is said to be 
dominating if for every 9 E WW there is an f E F with 9 <* f. 
Let t be the least cardinality of a tower and d be the smallest 
cardinality of a dominating family F C ww. 

Under t == d Nyikos constructed in [28, Section 5] a countable 
w-group which is not a v-group. He pointed out in [28, Section 
7] that if t = c is assumed, then he can make the group fail to 
be an Q'I,S-space. (Equalities t = d == c follow from M A, see 
for example, the first paragraph in the proof of [7, Theorem 
5.1].) Therefore Corollary 1.4 was independently established 
by Nyikos. 

Let G == {f E 2W1 
: I {Q E W1 f (a) = I} I ~ w} be the ~

product in 2W1 Then all countable subsets of G are metrizable,• 

so G is a (countably compact) v-group that is not first count
able [12]. Is it possible to construct a countable group with the 
same properties? Assume M A +-,eH and consider any count
able dense subgroup G of the group 2W1 (which exists since 2W1 

is separable). Since the character of G is WI < C, M A + -,eH 
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implies that G is Frechet-Urysohn [20]. Moreover, since b = c 
under M A, G is an Q'I-space [28]. Thus G is a countable v
group that is not first countable. On the other hand, let M be 
the model in which every countable v-space is metrizable [9,10]. 
Then, in M, every separable v-group is metrizable, so the ex
istence of a countable (or separable) nonmetrizable v-group is 
consistent with and independent of ZFC. 

Our results leave open the following questions. 

1.5 Question. Is there a (countable) Frechet-Urysohn group 
which is an Q'3-space without being an Q'2-space? 

1.6 Question. Is it consistent with Z FC to have a Frechet
Urysohn Q'I,s-group whicll is not a v-group? 

1.7 Question. Is there a "real" (= requiring no additional set
theoretic assumptions beyond ZFC) example of a countable 
nonmtrizable w-group? 

1.8 Question. Is there a "real" example of a Frechet-Urysohn 
topological group that is not an Q'3-space? 

It should be noted that it seems to be very hard to answer 
last two questions positively at present, since to do this one 
needs at least to constrllct a "real" example of a countable 
nonmetrizable Frechet-Urysohn group the existence of which 
is the well-known open problem [1,25]. For "real" examples of 
countable nonmetrizable w-spaces see [11] and [26]. 

Quite recently Nogura [23] introduced an infinite series of 
convergence properties generalizing Q'3-property. 

1.9 Definition [23]. Let X be a space, x E X and let:=: = {~n : 
nEw} be a sheaf at x. We call a sheaf {TIm: mEw} at x a 
cross-sheaJof"3 provided that U{ran TIm : mEw} C U{ran ~n : 

nEw} and each ran TJm meets infinitely many ran ~n. A sheaf 
{TJm : mEw} is a subsheaf of a sheaf {~n : nEw} if there 
exists an injection j : w -+ w so that ran 'fJm C ran ej(m) for 
each mEw. 

For k E w we define by induction what does it mean for:=: to 
be k-nice as follows: :=: is O-nice if U{ran en :nEw} C ran 'fJ 
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for some convergent sequence ",; and:=: is (k + I)-nice if each 
cross-sheaf of :=: has a k-nice subsheaf. 

For k E w we call x an ak-point if each sheaf at x has a 
k-nice subsheaf. A space X is an ak-space if each point of it is 
an ak-point. 

1.10 Definition. We will say that a point x of a space X 
is an aOO-point if every sheaf at x has a k-nice subsheaf for 
some k E w. If every point of X is an aOO-point, then X is an 
aoo-space. 

One can easily see that 
o 1 k k+l 00a3 == a =} a =} ... =} a => a=>o .. => a . 

On the other hand, for every k E w Nogura [23, Example 3.7] 
constructed, under CH, a countable Frechet-Urysohn a4-space 
X k which is an ak+l-space but fails to be an ak-space. Clear
ly, the disjoint sum EB{Xk : k E w} of all Xk's is a countable 
Frechet-Urysohn a4-space which is an aoo-space but is not an 
ak-space for every k E w. Now we arrive to the natural ques
tions. 

1.11 Question. Does convergence properties defined above, 
aD, a l , . .. ,ak,... and a OO coincide for Frechet-Urysohn topo
logical groups? 

1.12 Question. Is every Frechet-Urysohn group an aoo-space? 

Since a3 implies 0'00, a counterexample to the last question, 
if any, would be an improvement of our example constructed 
in Theorem 1.3(i). At the same time, Question 1.12 can be 
considered as the "heir" of Nyikos' question cited before Theo
rem 1.3, and since the property 0'00 looks like to be much more 
weaker than 0'3, it seems to have a good chance for a positive 
solution in ZFC. 

A lot of efforts was spent on distinguishing ai-properties in 
compact Frechet-Urysohn spaces (see [26], [28], [29] and [11]). 
Since compact groups are dyadic [15,17] and dyadic spaces 
of countable tightness are metrizable [4], a Frechet-Urysohn 



149 ai-PROPERTIES IN TOPOLOGICAL GROUPS 

compact group is metrizable. However, it seems to be worth 
considering the behaviour of ai-properties in Frechet-Urysohn 
compact-like groups. 

1.13 Question. Do some new implications between ai-proper
ties, i E {I; 1,5; 2; 3; 4}, and ak-properties, k E w U {oo}, ap
pear in Frechet-Urysohn groups belonging to one of the follow
ing classes: 

(i) countably compact groups, 
(ii) pseudocompact groups, 
(iii) precompact groups (== subgroups of compact groups), 

and 
(iv) groups complete in their two-sided uniformity? 

Results of this paper were announced in [31]. 
Our set-theoretic and forcing notations follow [16]. For a 

function f we use dom f and ran f for denoting the domain and 
the range of I respectively; the function f itself is considered as 
a subset of dom f x ran I. If X c dom I, then II/X = {f{x) : 
x E X}. If X is a set and r is a cardinal, then [X]T = {Y C 
X: IYI == r} and [X]<T == {Y eX: IYI < r}. We use letters 
with a dot over the top to denote names in the forcing notion, 
and usually for typographical reasons we will drop checks over 
letters when denoting canonical names for objects lying in the 
ground J?odel. If G c P is a gener~c subset of a forcing noti0!1 
P and X is a P-name, then val G X is the interpretation of X 
via G (see [16, Chapter VII, Section 2] for details). 

We fix the symbol H for denoting the countable infinite 
group all elements of which have order 2 (recall that such a 
group is Abelian and unique up to isomorphism), and 0 stands 
for the neutral element of H. Since H is Abelian, we adopt + 
for denoting the group operation of H. If nEw and 1< C H, 
then 

grnI{ == {go +·.·+gi : i ~ n, 90,·.· ,9i E I<} 

and grwI( == U{grnI( : nEw}. If I( CHis finite, then gr\K\I< 
is the smallest subgroUl) of H that contains 1(, so this subgroup 
is finite. Further, if Ii' is a subgroup of Hand 9 E H \ H', 
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then H' U (g +H') is the smallest subgroup of H that contains 
H' U {g}. 

The paper is organized as follows. We fix a countable fam
ily F of subsets of H. In Section 2 we define a forcing poset 
P depending of F which adds generically a Hausdorff group 
topology T on H to be defined in Section 3. All results of Sec
tions 2-6 are independent of the choice of F. In particular, we 
show that, for any F, (H, T) is Frechet-Urysohn (Section 5), 
but is not an al,S-space (Section 6), and P is forcing isomor
phic to Fn(wl'w), the standard poset adding WI Cohen reals 
(Section 4). Finally, in Sections 7 and 8 we specify the choice 
of F to construct topologies To and 1i respectively. 

We propose the following guidelines during the first reading 
of the manuscript. First, start with Sections 2 and 3. Then 
proceed with reading Sections 5-8 returning to statements (but 
not proofs) of results from Section 4 when necessary. And 
finally, if, after all these been done, you would be still encoraged 
to enter into rather messy details of Section 4, you would be 
free to do this. 

2. A FORCING NOTION P 

From now on we fix a countable family F of subsets of H. 

2.1 Definition. A condition pEP is a structure p = 
(HP,AP,BP,CP,jP,cpP), where HP is a finite subgroup of H, 

AP E [Wl]<w, BP E [[AP]<wxFxAPxw]W, CP c HPxAPxAP, 

and fP : AP x lIP ---+ 2, cpP : AP x HP ---+ 2 are functions satisfying 
the following properties: 

(lp) fP( a, 0) = 1 for every a E AP, 
(2p ) (h,a,(3) E CP implies that a < (3, jP(a,h) = 1 and if 

gO,gl E HP, jP((3,9o) = jP((3, 91) = 1, then jP(a,h+90+g1) = 
1, and 

(3p ) if (E, F, a, n) E BP, then a tt E and {}P( {a})n grn{}P(E) C 
F, where for each E E [APJw we fix the following notation: 

(}P(E) = {h E lIP: epP(a, h) = 1 for some a E E}. 
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For p, q E P we define q ::; p iff HP c Hq, AP C Aq, BP C Bq, 
CP C Cq, fP C f q, cpP C CPq and 

(q~p) if h E Hq \ HP, a,(3 E AP and cpq(a,h) = 1, then 
f q((3, h) = 1. 

One can easily verify that (P, ~) is actually a poset. (Usually 
we will drop ::; and write simply P.) Clearly, ({o},0,0,0,0,0) E 
P is the largest element of P, and in what follows we will use 

n- T as an abbreviation for ({O}, 0,0,0,0,0) H- T. 

2.2 Lemma. P is c. c. c. 

Proof. Let Q E [P]Wl. Since IFI ~ w, using standard ~-system 

and countability arguments one can find distinct p, q E Q such 
that HP = Hq = H*, AP n Aq = A*, fP r A*xH* = fq r A*xH* 

and cpP rA*xH* = CPq rA*xH*. Define Hr = H*, Ar = AP U Aq, 
Br = BP U Bq, Cr = CPU Cq, fr = fP U f q, cpr = <pP U <Pq and 
r = (HT,AT,Br,CT,fr,cpT). One can easily verify that rEP, 
r ::; p and r ::; q. 

2.3 Lemma. For each h E H the set Qh = {q E P : h E Hq} 
is dense in P. 

Proof. Fix pEP \ Qh and define 

Hq = HP U (h + HP), Aq = AP, Bq = BP, Cq = CP, 

fq = fP U {( (a ,g + h), 0) : a E AP, 9 E HP} 

and 
CPq = cpP U {((a,g + h),O): a E AP, 9 E HP}. 

Then q = (Hq, Aq, Bq, Cq, f q, CPq) E Qh and q ~ p. 

2.4 Lemma. (i) Suppose that pEP and f3 E WI \ AP. Then 
there exists q ~ p such that f3 E Aq and fq (f3, 'h) = 0 whenever 
h E HP \ {O}. 

(ii) If in addition to the hypothesis of (i) we assume that 
a E AP, h E lIP, a < (3 and fP(a,h) = 1, then q ~ p can be 
chosen to satisfy (h, a, (3) E Cq. 

(iii) For each (3 E WI the set Q[3 = {q E P : (3 E Aq} is dense 
in P. 
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Proof. (i) Define Jlq == HP, Aq == APU{,8}, Bq == BP, Cq == CP, 

fq == fP U {( (,8, 0), I)} U {( (,8, h) , 0) : h E Hq \ {O}} 

and 'Pq == 'PP U {((,B,h),O) : h E Hq}. Then q 
(Hq, Aq, Bq, Cq, jq, rpq) E P, q ~ p and q satisfies the require
ments of (i). 

(ii) Consider the q constructed in the proof of (i), and let 
HT == Hq, AT == Aq, BT == Bq, CT == CqU {(h,a,,B)}, fT == f q, 
'PT == 'Pq and r == (HT,AT,BT,CT,jT,'PT). Assumptions of (ii) 
yield that rEP, r ~ q ~ p and moreover, (h,a,,B) E CT. 

(iii) immediately follows from (i). 

2.5 Lemma. If pEP and /-l E AP J then there exist q ~ p 
and h* E Jiq \ HP such that Aq == AP J 'Pq(/-l, h*) == 1J and 
'Pq("7, h) == 0 whenever "7 E AP \ {/-l} and h E Hq \ HP · 

Proof. Choose h* E H \ HOP and define 

Hq == }IP U (h* + lIP), Aq == AP, Bq == BP, Cq == CP, 

(1) fq == fP U {((a,g + h*),jP(a,g)) : a E AP, 9 E HP}, 

(2) 'Pq == 'PP U {( (/-l, h*), I)} U { ( (a, h*), 0) : a E AP\ {/-l} } 

U {((a,g + h*),O) : a E AP, 9 E HP \ {OJ} 

and q == (Hq, Aq, Bq, Cq, jq, rpq). 

2.5.1 Claim. q E P. 

Proof. (l q) trivially follows from (l p ). 

(2q) Assume that (h,a,j3) E Cq == CPo Then h E HP, a < (3 
and fq( a, h) == fP( 0:, h) == 1 by (2 p ). Now suppose that go, 91 E 
Hq and jq(,8,90) == jP((3,91) == 1. We have to consider three 
cases. 

Case 1. 90,91 E HP. In tllis case f P((3,9i) == f q(f3,9i) == 1 
for i E 2. Since lIP is a subgroup of H, h +90 + 91 E HP, and 
(2p ) yields fq( a, h + go +gl) == fP( 0:, h + 90 + 91) == 1. 

Case 2. 9i E HP, 91-i E Hq \ HP, i E 2. In this case 
g1-i == g' + h* for some g' E HP, and since jq(,B,g1-i) == 1, 
from (1) we conclude that f P((3, g') == 1. Now from (2p ) it 



153 ai-PROPERTIES IN TOPOLOGICAL GROUPS 

follows that jP (a, h + 9i + 9') == 1, and applying (1) once more 
we obtain 

fq( a, h+90+91) == fq( a, h+9i+9'+h*) == fP( a, h+9i+9') == 1. 

Case 3. Both 9i E Hq \ HP, i E 2. In this case choose 9~ E HP 
with 9i == 9: + h*, i E 2. Since jP(f3,9:) == jq(f3,9i) == 1 for 
i E 2, fP(a, h + gb +g~) == 1 by (2p ). But 

h +90 +91 == h +9~ + h* + 9~ + h* == h +9~ + 9~, 

so 
q

f (a,h+90+91) == fq(a,h+9~+9~) == fP(a,h+9~+9~) == 1. 

(3q) Suppose (E,F,a,n) E Bq == BP. Then a ~ E by (3 p). 
If J1 ~ E U {a}, then 

oq( {a}) n grnOq(E) == (}P( {a}) n grn(}P(E) C F, 

because (3 p ) holds. If f1 == a, then 

Oq({a})ngrnOq(E)	 == (OP({a})U{h*})ngrn(}P(E) 

C OP({a}) ngrnOP(E) c F, 

because h* ~ lIP:) grnOP(E) (we use here the fact that HP is a 
subgroup of II and a ~ E) and (3p ) holds. Now suppose that 
J1 E E. Then a ::J J1 and 

oq( {a}) n grnOq(E) 

c OP({a}) n (grn()P(E) U (h* +,grn(}P(E))) 

C OP({a}) ngrnOP(E) c F, 

since lIP is a subgroup of II, h* tt. HP and (3 p ) holds. 

2.5.2 (jlainn. q ~ p. 

Proof. All properties beyond (q~p) are obvious. To verify 
(q~p) observe that if h E Hq\HP, a,f3 E AP and 'f'q(a, h) == 1, 
then h == h* and a == f1 according to (2); finally, (1) and (l p ) 

yield jq(f3, h*) == fP(f3, 0) == 1. 

All other properties of q mentioned in Lemma 2.5 follow 
trivially from the choice of q" so the proof of this lemma is now 
completed. 
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3. INTRODUCING GENERICALLY A GROUP 

TOPOLOGY T ON H. 

In this section we define a Hausdorff group topology T on 
H and discuss purposes for including conditions (l p )-(3p ) and 
(q~p) in Definition 2.1. To give the reader an opportunity to 
understarld bet ter tIle construction of T, let us start from an 
easy lemma adapting the common way of topologizing groups 
to the specific group II: 

3.1 Lemma. Let S == {UQ : Q' E WI} be a family of subsets of 
H satisfying the following properties: 

(i) n{Uo : Q' E WI} =={O} and 
(ii) if Q' E WI and h E Uo , then h +U{J +U{J C Uo for some 

{3 E WI· 

For h E /-1 and <I> E [WI]W set Vh,~ == h + n{Uo : Q E ~}, 

and let B == {Vh,~ : h E II and <I> E [WI]W}. Then B constitutes 
a base of some IlausdorfJ group topology T on Hand S is a 
subbase at 0 of this topology. Moreover, if 7' is another group 
topology on H for which S is a subbase at 0, then 7' == T, i.e. 
7 is uniquely determined by S. 

Recall that a family S is said to be a subbase at a point x of 
a topological space (X, T) if SeT and, whenever x EVE 7, 
there is a finite subfamily Sv c S with x E nsv c v. 

Proof. Since all elements of H have order 2, 

(iii) -Uo == Uo for every Q' E WI. 

Since H is Abelian, we trivially have 

(iv) 9 + UQ - 9 == Uo for all Q E WI. 

Now the conclusion of our lemma is a well-known conse
quence of (i)-(iv) (see, for example, [14, Chapter 2, Theorems 
4.3 and 4.5]). 

3.2 Definition. F'or Q' E WI set 

(;0 = {(h,p):p E P, hE HP and JP(a, h) = I} 
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and 

SOt = {(h,p) : pEP, h E HP and epP(o:, h) = I}. 

Obviously, UOt and SOt are canonical P-names and 

u- "UOt C If and SOt C H for every 0: E Wl". 

Our main aim in tllis section will be to show that, in every 
generic extension M[G] via a generic filter G c P, 

(*) the family S = {val G UOt : 0: E WI} satisfies the assump
tion of Lemma 3.1, and so, in accordance with the conclusion 
of this lemma, it generates the Hausdorff group topology T on 
H, 

(**) each interpretation val G S{3 is a non-trivial sequence 
converging to 0 in the space (II, T). 

In the process of verifying this we will demonstrate the im
pact of di~erent c0l!ditions from Definition 2.1 on the be
haviour of VOt's and S'Ci'S. We start with the simplest condition 
(lp). 

3.3 Lemma. H- "n{UOt : a E WI} = {OJ ". 

Proof. For a E WI and pEP fixed, use 2.4(iii) to choose q ~ p 
with Q' E Aq and note that q H- "0 E UOt ", since fq( a, 0) = 1 by 
(lq). Now a standard density argument yields Ir- " 0 E n{UOt : 

a E WI}". On the contrary, from 2.3 and 2.4(i) it follows that 
for each h E H \ {O} the set {q E P: ~(3 E Aq (fq(fJ,h) = O)} 
is dense in P, so Ir- "n{UCi : a E WI} C {O}". 

To prevent tIle reader from treating really simply-sounding 
condition (lp) as being something not very much serious, it 
should be specially emphasized that we have already used this 
condition in a non-trivial way in the proof of Claim 2.5.2. In 
its turn, Lemma 2.5 incorporating this claim will be applied in 
the proof of important Lemma 3.9. 

The proof of our next lemma displays what reason the prop
erty (2p ) was designed for. 

~.4 L~mma. If q E P and (h, ex, (3) E C q 
, then q Ir "h + U{3 + 

U{3 C UOt ". 



156 D~1ITI{'II B. SIIAI(IIMATOV 

Proof. Let 90,91 E H, r ~ q and r U- "9i E Up for i E 2". 
Use 2.3 to pick p ~ r so that 90,91 E HP. Sinc~ p ~ r ~ q, 
(h,a,(3) E Cq c CP. Fromp ~ rH- "90,91 E Up" it follows 
that jP((3,90) == jP((3,91) = 1. Now the condition (2 p ) enters 
into the game: fP(a, h+90+91) == 1, and so p H- "h+90+91 E 
Uo:". Finally, a standard density argument finishes the proof. 

3.5 Lemma. Ir "\I 0: E WI \I h E Uo: 3 f3 E WI (h +Up +Up c 
UOt )". 

Proof. Assume that Q' E WI, h E H, rEP and r Ir "h E Uo:". 
According to a standard density argument, to prove our lemma 
it suffices to find q ~ r arld (3 E WI such that q Ir " h + Up + 
Up c Uo:". SO use 2.3 and 2.4(iii) to pick p ~ r such that 
h E HP and a E AP. Since p ~ r Ir " h E Uo:", we obviously 
have fP(a, h) = 1. Then apply 2.4(ii) to choose (3 E WI and 
q ~ p with (h, Q',(3) E Cq and note that, by Lemma 3.4, q is as 
required. 

3.6 Lemma. Ir ". the fa'mily S = {UOt : 0: E WI} can be taken 
as a subbase at 0 oj" so'me (uniquely determined by S) Hausdorff 
group topology T on 11 ". 

Proof. By 3.3 and 3.5, Ir "S satisfies the assumption of Lem
ma 3.1 ", and the result follows. 

3.7 Definition T is a P-name satisfying the following prop
erty: Ir "(H, T) is the Hausdorff topological group for which 
S is a subbase at 0". (Such a P-name exists by 3.6 and the 
maximal principle (see, for example, [16], Ch. VII, Theorem 
8.2). 

Now we turn to handling S'fJ's. For the reader convenience 
we state explicitly a simple topological lemma wich will be 
helpful in verifying (**). 

3.8 Lemma. Let (X, T) be a Hausdorff space, x E X and 
S = {UOt : 0: E WI} be a subbase at x. Assume also that S 
is an infinite countable subset of X and S \ Uo: is finite for 
each 0: E WI. Then (after any one-to-one enumeration) S is a 
non-trivial sequence T -converging to x. 
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Proof· We have to show that S \ V is finite whenever x EVE 
T. Indeed, let x EVE T. Since S is a subbase at x, there is a 
finite set ao, · · · ,an E WI such that x E n{Uai : i E n+ I} C V. 
Then 

s \ V c s \ n{Uai : i E n + I} = U{S \ Uai : i E n + I}, 

and the last set is fini te by our assumption. 

3.9 Lemma For each fJ E WI, H- "8(3 is infinite". 

Proof· For fJ E WI fixed, from 2.3, 2.4(iii) and 2.5 it follows 
that for every ]( E [EI] <w the set {p E P : 'PP(13, h) = 1 for 
some h E HP \ ](} is dense in P, so Ir " S{3 is infinite". 

The proof of our next lemma displays how property (q~p) 

works: 

3.10 Lemma. U- "S{3 \ U is finite whenever a, 13 E WI ".Q 

Proof. Let a, 13 E WI. For pEP fixed, use 2.4(iii) to pick q ~ P 
with a, (3 E Aq and tllerl observe that q Ir " 5(3 \ Ua C Hq", 
because (r ~q) holds for each r ::; q. Since Hq is finite, the 
result follows from a standard density argument. 

3.11 Lemma. For each (3 E WI, Ir "S{3 is a non-trivial se
quence converging to 0 in (H, T) ". 

Proof. Combine 3.6, 3.9. 3.10 and apply 3.8. 

3.12 Lemma. lip E P and(E,F,a,n) E BP, thenplr "San 
grn U {S{3 : (3 E E} c F". 

Proof. If q ~ p, then (E,F,o:,n) E BP C Bq, and so Oq({a}) n 
grnOq(E) c F by (3 q ); now it remains only to remember the 
definition of SQ. 

Now it is time to summarize the results of this section. Let 
G C P be a generic filter and M[G] the generic extension of 
M. In M[G] define f == U{fP : pEG} and 'P == U{'PP : pEG}. 
From 2.3, 2.4(iii) and easy density arguments it follows that 
f and 'P are functions with dom f == dom'P = WI X Hand 
ran f == ran 'P == 2. For a E WI set 

Ua: == {h E II : 1(0:, h) == I} and 
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Sa = {h E H: ep(a, h) == I}. . . 
It is routine to check that Ua == val G Ua and Sa == val G Sa for 
all a E WI, so the following lemma is an immediate consequence 
of 3.6,3.7 and 3.11: 

3.13 Lemma. (i) S == {Ua : a E WI} is a subbase at 0 of the 
Hausdorff group topology T == val G T on H, and 

(ii) {Sa : a E WI} is a family consisting of non-trivial se
quences T -converging to o. 

It is properties (lp) and (2p ) that are responsible for 3.13(i), 
and the property (q::;p) was designed to ensure 3.13(ii). The 
various fP and epP could be regarded as carrying the finite piece 
of information on what p forces to be in future Ua's and Sa's, 
respectively. And the interplay between fP and e.pP incorpo
rated into the conditioll (3 p ) will then determine, by means of 
3.12, which of the Qi-properties would eventually hold in M[G]. 
Finally, the sequences Set will playa key role in verifying both 
the Frechet- Urysohn property and ai-properties of (H, T). 

4. TECI-INICAL LEMMAS 

4.1 Definition. Let pEP and, E WI. We define a condition 
pi, E P, a restriction oj· p to " by the following rules: 

HPI"Y == HP, API"Y == APn" BPI"Y == BPn([API"Y]<wxFxAPI"Y xw), 

CP1, == CP n (lIPI, x API"Y x API"Y), 

j PI, - jP r pi, - P r - Apl~xllph, ep - ep AphxHph 

and pi, == (HPI" Api, , BPI"Y, Cpl, , fP1'"Y, e.ppl'"Y) . 

The following facts can be verified trivially. 

4.2 Lemma. pi, E P and p ::; pi, whenever pEP and / E 

WI· 

4.3 Lemma. If q ~ p and I E WI, then ql, ~ pI,. 

4.4 Lemma. For each pEP there exists 8 E WI such that 
pi, == pfor all, E WI \ {). 
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4.5 Definition. Let pEP and , E WI. We say that p is 
,-good if there exists a : AP ~ AP n , (witnessing that p is 
,-good) such that: 

(i) a rAP\"Y is an injection, 
(ii) a({3) = {3 for every {3 E AP n" 
(iii) if (E, F, a, n) E BP, then (ailE, F, a(a), n) E BP, 
(iv) if (h,a,{3) E CP, then (h,a(o:),a((3)) E CP; in particu

lar, a(Q) < a((3), 
(v) fP(o:, h) == !P(a(a), h) for 0: E AP and h E HP, 
(vi) epP(o:, h) == <.pP(a(a), h) provided that a E AP and h E 

HP. 

For A, B C WI we write A -< B if a < {3 whenever a E A 
and f3 E B. 

4.6 Lemma. Suppose that pEP and, E WI is a limit ordinal. 
Then there is a ,-good q::; p so that APn, -< Aq\AP -< Aq\,. 

Proof. If AP C " then q == p does the job, since the identity 
function a : AP --t AP witnesses ,-goodness of p. So assume 
that AP \ , -# 0. Since AP is finite and, is a limit ordinal, one 
can find !( C , \ AP with I]{ I == lAP \ ,I and AP n, ~ !( ~ 

AP \ ,. In particular, trlere is a map a : AP U!( ~ AP U !( such 
that a({3) == (3 for (3 E (AP n,) U ]{, and a rAP\"Y is a bijection 
from AP \ , to ]( preserving order, i.e. so that Q, (3 E AP \ , 
and a < fJ imply a(a) < a({3). Define Hq == HP, Aq = AP U!{, 

Bq == BP U {(a"E,F,a(a),n): (E,F,a,n) E BP}, 

cq = CP U {(h,a(a),a(,B)) : (h,a,,B) E CP}, 

fq == fP U { ( (a(a ), h), fP (0:, h)) : 0: E AP \ " h E HP}, 

epq == epP U {((a(a),h), epP(a,h)): 0: E AP \ " h E HP} 

and q = (Jlq, Aq, Bq, Cq, f q, <.pq). An easy verification that q E 
P and q ~ p is left to the reader. On the other hand, by our 
construction a witnesses that q is ,-good. 

4.7 Definition. pI == {p E P : p is ,-good for each limit 
,E WI} and P~ = {p E pI: pia = p} for Q' E WI. 

4.8 Lemma. pI is dense in P. 
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Proof. For J-l E WI let JL denote the smallest limit ordinal greater 
than J-l. Fix rEP and choose P ::; r with W E AP (Lemma 
2.4(iii)). Let {]I : J-l E AP} == {J-lI, ... ,J-ln}, where III > 112 > 
... > J-ln. Starting from Po == P use 4.6 to choose, by induction 
on i E (n +1) \ {OJ, Pi E P such that Po ~ PI ~ ... ~ Pn, Pi is 
J-li-good and 

APi-l n J-li -< APi \ APi-l -< APi \ J-li for i E (n +1) \ {Ole 

Then observe that Pn E P'. 

4.9 Lemma. Suppose that / E WI, P, q E P, ql, == q, q ~ pi, 
and p is ,-good. 11hen p and q are compatible in P. 

Proof. Fix a witnessing that p is ,-good. Define 

HS==J-Iq, AS ==APUA9, BS==BPUBq, cs==CPUCq , 

(3) fS == fq U {((o:,h),jq(a(o:),h)): a E AP \,' h E HS}, 

(4) cps == cpP U CPq U {((o:, h),O) : 0: E AP \,' h E HS \ HP} 

and s == (HS,AS,BS,CS,jS,cpS). 

4.9.1. Claim s E P. 

Proof. (Is) follows from (l p ) and (l q ). 

(2s) Suppose that (h,Q,(3) E CS. If (h,a,f3) E Cq
, then (2s) 

for these h,Q,(3 follows from 4.5(ii) for a, (2 q ) for h,a,(3 and 
(3). Otherwise (h, 0:, (3) E CP, and so a < f3 by (2 p ). Moreover, 
4.5(iv) for a yields (h, a(0:), a(j3)) E CP• Since a(0:), a(f3) E , 
and q ~ pi" we conclude that (h,a(o:),a(j3)) E Cpl')' ceq. 
Therefore fS(a, h) ::::: fq(a(a), h) ::::: 1. Now suppose that 9i E 
HS == fJq and !S({3,9i) == jQ(a(f3),9i) == 1 for each i E 2. 
Applying (2q) for h,o-(a),o-(j3) and (3) we obtain fS(a,h + 
90 + 91) == /q(a(o:), h +90 +91) == 1. 

(3 s ) First of all let us show that 

(5) OS({o:}) C oq({o-(o:)}) whellever a E AP. 

Indeed, since a( 0:) E AP n / == APi')' and q::; pi" cppl')' c CPq and 
so 
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If Q' E AP\r, then from (4) and 4.5(vi) it follows that OS( {a}) = 
OP({a}) == OP({a(a)}); this, together with (6), immediately 
yields (5). Finally, for a E AP n, we have a(a) = a by 4.5(ii), 
and so ()S({a}) == OS({a(a)}) == Oq({a(a)}) according to (4). 

Secondly, as a consequence of (5), for each E E [AP]<w we 
have 

(7)	 f)S(E) == U{f)S( {a}) : a E E} 

C U{Oq({a(a)}): a E E} 

== U{oq( {iJ}) : f3	 E ailE} == Oq(a"E). 

Now assume tllat (E,F,a,n) E BS. If (E,F,a,n) E Bq, then 
a tt. E and 

OS( {a}) n grnOS(E) == oq( {a}) n grnOq(E) C F 

by (3q). Otherwise (E,F,a,n) E BP and a tt E by (3 p ). 

Further, (a"E,F,a(a),n) E BP by 4.5(iii) for a. On the other 
hand, a"E C " a(a) E , and q ~ pi" so (a"E,F,a(a),n) E 
Bpl--r C Bq. Finally from (5), (7) and (3q) we obtain 

f)S({a}) ngrnOS(E) c Oq({a(a)}) ngrnOq(a"E) c F. 

4.9.2 Claim. s	 ::; p and s ~ q. 

Proof. Inequality s :s q immediately follows from definition of 
s. By the choice of s, 

HP C Hq == HS 
, AP CAs, BP CBs, CP C CS and 'PP C 'Ps . 

Further, from q~ pi" 4.5(v) and (3) it follows that fP C fS. 
Hence to show that s ::; p it remains only to verify (s:::;p). So 
fix h E Hs \ lIP and a, (3 E AP with c.pS(a, h) == 1. Then (4) 
implies that Q' E AP n I == ApI" and c.pq(a, h) = c.pS(a, h) == 1. 
Since hElls \ HP == IIq \ HPI--r, a(f3) E AP n , = AP/--r and 
q ~ p I" from (q::;pl--r) we conclude that fq(a(f3), h) == 1. Now 
if (3 E AP n " tilen f3 = a((3) E AP n , c Aq by 4.5(ii) and 
q ~ pi" so fS(iJ,h) == jq((3,h) == fq(a((3),h) = 1. Otherwise 
f3 E AP \, and fS((3,h) == fq(a(f3),h) == 1 by (3). 

4.10 Lemma. In addition to hypothesis of Lemma 4.9 as
sume also that 

(i) J1 E AP \ " 



162 DMITRII B. SIIAI(HMATOV 

(ii) h* E Hq \ HP, 
(iii) fq(a, h*) = 1 for each a E AP n" and 
(iv) h* ~ grnOq(E) U (Oq({a}) + grnOq(E)) provided that 

(E, F, a, n) E Bpl'Y. 
Then there existsr E P such thatr::; p, r::; q andc.pT(p,h*) =1. 

Proof. Consider the condition s constructed in the proof of 
Lemma 4.9 and a from the same proof. Define 

fIr = lis, Ar = AS, BT = BS, CT = CS, fT = fS 

and c.pT = c.ps U{( (11, h*), I)} \ {( (11, h*) , 0) }. 

4.10.1 Claim. r = (HT,Ar,BT,CT,jT,c.pT) EP. 

Proof. First of all note that 11 ~ Aq. Indeed, Aq c , because 
q= ql" and p E AP \ f by (i). 

(IT) follows from (Is). 
(2T) follows froln (2 s ) since fr = fS. 
(3r) Suppose (E,F,a,n) E Br = BS.Then a ~ E by (3T ). 

1°. If p ~ E U {a}, then (3 r ) for this (E,F,a,n) follows 
from (3 s ). 

2°. If p = 0', then, since 11 ~ Aq, we conclude that (E, F, a, n) 
E BP in this case. Therefore (a"E,F,a(a),n) E BPI'Y C Bq, 
because q ::; pi, and 4.5(iii) for a holds. Moreover (compare 
the proof of 4.9.1, item (3 s )), 

OT({a}) == OS({a}) U {h*} C Oq({a(a)}) U {h*} 

and grnor(E) == grnOS(E) C grnOQ((1"E), because 11 ~ E. Since 
((1" E, F, (1(a), n) E BPI'Y, (iv) yields h* tt grn{)q(a"E), and so 

OT ({a }) n grnor (E) C (oq ({a (a )}) U {h*} ) n grn oq (a"E) 
c oq ({a(a)} ) n grn oq (a"E) C F 

by (3q ). 

3°. Now consider the last case 11 E E. Since 11 ~ Aq, we again 
have (E, F, a, n) E BP and (a" E, F, a(a), n) E Bpl'Y C Bq. But 
now a =I 11, and so {)T ( { a }) == OS ({a }) C oq ({a(a ) } ). On the 
other hand, 
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Since (a" E, F, a(a), n) E BPI'Y, applying (iv) once more we con
clude that h* rf. oq( {a(a)} )+grnOq 

( a"E), and hence oq({a(o)})n 
(h* + grnOq(a"E)) = 0. Now from (3 q ) it follows that 

or ({a } ) n grn OT (E) 

C (oq( {a(a)}) n (grnOq(a" E) U ({h*} +grnOq(a"E))) 

C Oq({a(a)}) ngrnOq(a"E) c F. 

4.10.2 Claim. r ~ p. 

Proof. Since s :::; p and h* tt. HP by (ii), we have only to check 
property (T~P)' SO let h E HT \ HP = Hs \ HP, 0, (3 E AP 
and cpT(a,h) = 1. If h =I h*, then <pS(a,h) = <pT(a,h) = 1 
according to the choice of cpT, and then jT((3, h) = j8((3, h) = 1 
by (s~p). On the other hand, since a((3) E APn, in accordance 
with the choice of a, jT((3, h*) = j8({3, h*) = fq(a(f3), h*) = 1 
by (3), 4.5(ii) and condition (iii) from the assumption of our 
lemma. 

4.11 Lemma. Suppose that, E WI, P, q E P, ql, = q, q ~ pi, 
and p is ,-good. Assume also that J.L E AP \ " h* E Hq and 

(8) h* tf; HP U (HP + gr2IAPIOq(AP n ,)). 

Then there is rEP so that r ~ p, r ~ q and jT(J.L, h*) = O. 

Proof. Let a witnes that p is ,-good, AP\Aq = {Ao, AI, ... , An} 
and "\0 > Al · · · > An. By induction on i E n + 1 we will define 
Zi as follows. Set 

If 0 < i ~ nand Zo, . .. ,Zi-l have already been defined, then 
we let 

(10)	 Zi == {h E lIP: fP(Ai, h) = I} U (Oq(AP n ,) \ HP) 

U {h + Zj + Zj : (h,Ai,Aj) E CPl. 

(Note that (h, Ai, Aj) E CP implies Ai < Aj by (2 p ), so all 
Zj'S mentioned in the third subset of Zi in (10) were already 
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defined.) Now define 

(11) 
HT = Hq, AT = AP U Aq, BT = BP U Bq, CT = CP U cq, 

(12) fT = fq U {((Aj,h),I):j E n+ 1, hE Zj} 

U{ ((Aj, h), 0) : j E n +1, h E Hq \ Zj} 

and 

(13) 
cpT == cpP U CPq U {((a, h), 0) : a E AP \ Aq, h E Hq \ HP}. 

It is clear that fT and cpT are functions. We claim that r = 
(HT, AR, BT, CT, fT, cpT) is as required. The proof of this will 
be divided into a sequence of claims. 

4.11.1 Claim fq(U(Ai), h) == 1 for each i E n + 1 and any 
h E Zi. 

Proof. We will use induction on i E n+ 1. Let i = 0 and h E ZOe 
If h E HP, then fP(Ao, h) = 1 by (9), and since q~ pi" 

fq (U ( A0), h) == fP (U ( A0), h) = fP (A0, h) = 1 

by 4.5(v). Otherwise h E Hq \ HP and cpq(a, h) = 1 for some 
a E AP n , (see (9)). Since a, U(Ao) E AP n, = Api')' and 
q:::; pi" from (q:::;pl')') it follows that jq(U(AO)' h) = 1. 

Now suppose that 0 < i ~ n and that for Zo, Zt, · · ., Zi-l 
our claim was verified. Let h E Zi. If h belongs either to the 
first or the second subset of Zi in (10), then the same argument 
as above works to show that jq(a(Ai)' h) = 1. So assume that 
h belongs to the third subset of Zi in (10), i.e. there exist 
j E n + 1, hi E liP and Zo, Zt E Zj so that (hi, Ai, Aj) E CP and 
h = h' +Zo + Zt. Observe that j < i (see remark after (10)), so 
jq(a(Aj),zo) == jq(a(Aj),zl) = 1 by our inductive hypothesis. 
Since q~ pi" from 4.5{iv) it follows that (h', a(Ai)' a(Aj)) E 
Cpl')' C Cq 

• Thus jq{a(Ai), hi) = 1 by (2q). Applying (2q ) once 
more, we conclude that 
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4.11.2 Claim. fP efT. 

Proof. Since q ::; pi" (12) yields that fPI'Y C fq C fT. Since 
AP \ , == AP \ Aq == {Ao, AI, . .. ,An}, it remains only to show 
that fP(Aj, h) == fT(Aj, h) for every j E n +1 and any h E HP. 
So fix arbitrarily j E n + 1 and h E HP. If fP(Aj, h) == 1, then 
h E Zj by (9) and (10), and so fT(Aj, h) == 1 by (12). If, on the 
contrary, fP(Aj,h) == 0, then from4.5(v) and q::; pi, it follows 
that 

fq(a(Aj), h) == fP(a(Aj), h) == fP(Aj, h) == 0, 

so 4.11.1 yields that h ~ Zj; therefore, fT(Aj, h) == 0 by (12). 

4.11.3 Claim. rEP. 

Proof. (IT) follows from (l p), (l q), 4.11.2 and (12). 
(2r)Let (h,a,(3) E cr. If (h,a,(3) E Cq, then (2T) for these 

h,a,(3 follows from (2q) and (12). So assume that (h,a,(3) E 
CP \ Cq

• From (2p ) and 4.11.2 it follows that a < (3 and 
fT(a,h) == fP(a,h) == 1. In particular, (h,a,(3) E CP \ cq 
implies that {3 E AP \ Aq, i.e. (3 == Aj for some j E n + 1. 
Further, suppose additionally tllat 90,91 E HT and f T((3,90) = 
fT((3,91) == 1. Then 90,91 E Zj and fq(a((3),90) = 
fq(a((3),91) == 1 by 4.11.1. Now we have to consider two cases. 

1° a E Aq. Since ql, == q ::; pi" from 4.5(ii) and 4.5(iv) it 
follows that (h,a,a((3)) E Cq. Since jq(a,h) == fP(a,h) == 1, 
(2q) yields fq(a, h + 90 + 91) == 1, and so fT(a, h + 90 + 91) == 1 
by (12). 

2° Q' E AP \ Aq. In this case Q' == Ai for some i E n + 1. Since 
(h,Ai,Aj) == (h,a,{3) E CP, (10) implies that h+90+91 E Zi, 
and so fT(a, h + 90 + 91) = 1 by (12). 

(3 T ) could be verified via the same arguments as in the proof 
of 4.9.1, item (3 s ). 

4.11.4 Claim. r ~ p. 

Proof. In view of (11),4.11.2 and (13) it suffices only to check 
property (T ~p). So let h E HT \ I-IP == lIq \ HPI'Y, a, (3 E AP and 
<pT(a, h) == 1. From the last equality, (13) and ql, == q~ pi, we 
conclude that Q' E APnAq == APn, == Apl'Y. If {3 E APnAq, then 
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from (12) and (q ~pl~) it follows that jr({3, h) == jq({3, h) == 1. 
Otherwise {3 E AP \ Aq and so {3 == Ai for some i -E n +1. Now 
notice that Q' E AP n" h E Hq \ HP and l.pq(Q', h) == l.pr(Q', h) == 
1, so h E ()q (AP n, )\ HP C Zi by (9) or (10); finally (12) yields 
fr(f3,h) == fr(Ai,h) == 1. 

4.11.5 Claim. r ~ q. 

Proof. Since Hr == Hq, (r ~q) holds trivially. All other prop
erties immediately follow from (11 )-(13). 

4.11.6 Claim. jr(/l, h*) == o. 

Proof. Using (9), (10) and induction on i E n + 1 it can be 
easily verified that 

(14) Zi c HP U (HP +gr2i Oq (AP n ,)) for each i E n + 1. 

Since /l E AP \ " /l == As for some sEn +1. Since s < n +1 == 
lAP \ Aql ~ IAPI, from (8) and (14) it follows that h* fI. Zs. 
Therefore fr(/l, h*) == 0 by (12) as required. 

4.12 Definition. Let T be a sentence in the forcing notion 
P and 8 E WI. We say that T is 8-definable provided that, 
for each, E WI \ 6 and any ,-good condition pEP, P II- T 
implies pi, II- T. 

Note that if T is 8-definable, then T is also 8'-definable for 
any 8' E WI \ 8. 

4.13 Lemma. Each sentence T in the forcing notion P is 6
definable for some 8 E WI. 

Proof. Let ReP be a maximal antichain consisting of condi
tions which force IT. Since P is c. c. c., IR I ~ w, and so there 
exists 8 E WI such that r I, == r whenever r E Rand, E WI \ 6 
(Lemma 4.4). We will prove that this 8 is as required. Indeed, 
fix , E WI \ 8 and a ,-good condition pEP with p II- T. To 
show that pi, H- T it suffices to check that no t ::; pi, forces 
...,T. If this is not the case, then t II- IT for some t ::; pI,. 
Since R is a maximal antichain in {r E P : r II- ...,T}, one can 
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find 8 E P and r E R so that 8 ~ t and 8 ~ r. For q = 81, we 
would have q == 81, :::; ti, :::; pi, (see 4.3). Moreover, ql, = q 
and p is ,-good, so by 4.9 there is r* E P such that r* :::; p 
and r* :::; q. Now in view of 4.3 and the choice of b we have 
r* :::; q == 81, :::; rl, == r E R, thus r* Ir -,T. On the other 
hand, r* ~ p implies r* Ir T, a contradiction. 

Let (P, ~p) and (Q, ~Q) be posets. A map j : P ~ Q is a 
dense embedding provided that j is an injection, j"P is dense 
in (Q, ~Q), and p ~p p' is equivalent to j (p) 5:Q j (p') for all 
p, p' E P. Any poset P can be densely embedded into the com
plete Boolean algebra P whicll is unique UP to isomorphism. 
Posets P and Q are forcing isomorphic iff J3'oolean algebras P 
and Q are isomorphic. If j : P ~ Q is a dense embedding, 
then P and Q are forcing isomorphic (see [16], Chapter VII, 
Section 7). 

4.14 Lemma. P isfo'rcing isomorphic to Fn(wl'w), the stand
ard poset adding WI Cohen reals. In particular, P and Fn(wl'w) 
provide the same generic extensions. 

Proof. For pEP and, E WI define 

p II, == (HP, AP \ " BP \ BPI'Y, CP \ CP1'Y, fP \ fp1'Y, '{)P \ '()pl'Y). 

Let {,(a) : a E WI \ {O}} be the increasing enumeration of all 
limit ordinals A E WI. By irlduction on a E WI we will define a 
finite support iteration 

Q == ((QQ : Q E WI)' (Ra : a E WI)) 

and dense embeddings jQ : p~(a) ---+ Qa, a E WI \ {O}, so that 
ja r pI = i{3a 0 j{3 for f3 < a, where i{3a : Q{3 ~ Qa is the 

~(f3) 

canonical complete embedding. Set Qo = {OJ, Ql = P~ and 
let il : p~ --+ Ql be the identity map. For a limit, let Qa be 
the finite support iteratioll ((Q{3 : f3 E a), (R{3 : f3 E a)) and 
ja == U{i{3a 0 j{3 : f3 E a}. For a == 13 +1 define Q{3-names 

R(J = {((p II ,(!3))V, j(J(pll(!3))} : P E p~(a)} 

and 

5:{3 = {(((pi II ,(!3),p II ,(!3)})V, lQI3) : p,p' E p~(a) and pi ~ pl. 



168 DMITRII B. SHAKIIMATOV 

It is clear that 

lQI3 II- Q13 "(R{3, ~{3) is a poset with the largest element 

Iii == ({o},0,0,0,0,0)", 

so (omitting ~(3) let Qa == Q{3 * R{3. Finally, let ja(P) 
(j{3{pl,(,B)) , p " ,((3)) for all p E p;(a)· 

Let us verify by induction on a E WI that ja's are as required. 
For a limit this is clear, so let a == (3 +1. If (3 == 0, then ja = jI 
is trivially a dense embedding, so we will assume that (3 > O. 
Since j{3 is an injection, so is ja. We leave to the reader to 
check that p ~ q is equivalent to ja(P) ~ ja(q). To show 
that ja"p~(a) is dense in Qa fix (q, fa) E Qa. Observe that 

lQI3 II- Q13 "R{3 C {p 111((3) : p E P~(OI)}", so we can find t E Q{3 

and p E P~(OI) with t ~ q and t II- Q13 "p 111((3) = r E Rl'. 
Since, by inductive hypothesis, jli"P~(Ii) is dense in Q{3, j{3(s) ~ 

t for some s E p~({3). Now j{3(s) II- Q13 "ft 11/((3) = r E R{3" 
implies the existence of p E p~(a) such that j{3(p 1,((3)) and 
j{3(s) are compatible in QIi' and p II ,((3) == p II ,((3). By 
inductive hypothesis, jli is a dense embedding, so pl,((3) and s 
are compatible in p~({3). Now 4.9, 4.8 and 4.3 yield that there 
is p* E p~(a) with p* ~ p and p* ~ s. Then ja(P*) ~ (q, fa). 
Finally, note that p E p~(f3) implies p 11,((3) == Iii, so ia{P) == 
i {3a 0 j {3 (p ). 

Recall that a poset P is non-atomic if for every pEP there 
exist incompatible q, rEP with q ~ p and r ~ p. The follow
ing claim seems to be folklore, but we include its proof for the 
sake of completeness. 

Claim. Suppose that Q =: ((Qa : a E K), (Ro : a E K)) is a 
finite support iteration slIch that, lQt3 U- Q ,8 "R{3 is a countable 
non-atomic poset" for every f3 E K. Then there is a dense 
embedding of Fn(K,w) into Q. 

Proof. By induction on Q' E K we will define dense embeddings 
ja : Frt(a x w,w) ~ Qa SllCll that ja fFn({3xw,w)== i{3a 0 jli for 
(3 < a < /\', where i{3a : QI3 ---+ Qa is the canonical complete 
embedding. For the basis of induction we set Qo == {OJ, and 
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since Fn(O x w, w) == {0}, the map jo : Fn(O x w, w) ~ Qo 
sending 0 to 0 is obviously a dense embedding. If a is a limit 
ordinal, then from inductive hypothesis it follows that 

ja == U{i/3a 0 j(3 : f3 E a} : Fn(a x w,w) ~ Qa 

is a dense embedding. So assume that a == (3 + 1. Since 

lQ,a If-Q,a "R(3 is a countable non-atomic poset", 

from the proof of [34, Ch.II, Theorem 5.6] we conclude that 

lQ,e IrQ,e "there is a dense embedding 

J(3 : Fn(w,w) ~ R(3 such that J(3(0) = lR/" 

where Fn(w, w) is tile standard poset adding a single Cohen 
real. By the maximal p~inciple [16, Ch. VII, Theorem 8.2], 
there exists a Q(3-name J(3 such that 

lQ,a If-Q,a "j(3 : Fn(w,w) ~ R(3 is a dense 

embedding such that j(3(0) = lR/,. 

For f E Fn(cxxw,w) define I' == f f(3xw, and let f" E Fn(w,w) 
be the function defined by I"(n) == f(f3,n) for every nEw. 
For every 9 E Fn(w, w) use t11e maximal principle again to fix 
a Q(3-name ';'g such that lQ,a If-Q,a "j(3(g) = rg". Now one can 

check that the map ja : Fn( ex x w, w) ~ Qa == Q(3 *R(3 defined 
by 

Ja == {(f, (j{3 ( f I ), rf /1 )) : f E F n (Ct X w, W ) } 

c Fn(a X w,w) X (Q(3 * R(3) 

is a dense enbedding and ja rFn((3Xw,w)== i(3a oj(3. Since Fn(K"w) 
is isomorphic to Fn(K x w,w), the result follows. 

One could easily check that lQa IrQa "Ra is a countable 
non-atomic poset" for all Ct E WI, so Fn(wI'w) and Q are 
forcing isomorphic by our Claim. If i a : Qa ~ Q denotes the 
canonical complete embeddirlg, then j : pI ~ Q defined by 
j == U{i a 0 ja : ex E WI} is a dense embedding. Now observe 
that P and pI are forcing isomorphic by 4.8. 
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5. (Ii, T) IS FRECHET- URYSOHN 

In what follows we will use [X] for denoting the closure of 
X CHin (H, T). 

5.1 Lemma. Suppose that s E P, X is a P-name and s H
X CHand 0 E [X]. Then there exist t ::; s, E E [WI]<w and 
mEw so that 

t H- "0 E [X n grm U {Sa: a E E}] ". 

Proof. Suppose the contrary, then 

(15) 
s If- "X CHand 0 E [X] \ [X n grm U {Sa: a E E}] 

for each mEw and any E E [WI]<w". 

We are going to find r ~ s which forces the contradiction. For 
each h E H Lemma 4-.13 allows us to find bh E WI so that 
the sentence "h E X" is bh-definable. Since IHI::; w, we can 
choose a limit ordinal, E WI with, > sup {bh : h E H}. 
Then each sentence "h E X" is ,-definable. Pick J.l E WI \ ,. 
Since s U- "0 fI [XnSjl]'" we can use 3.11,2.3, 2.4(iii) and 4.8 
to find a ,-good p ::; s such that J.l E AP and 

(16) 

Set 

(17) n * = max ({n : (E, F, 0:, n) E BP} U {O}) + 1. 

Since AP n, is finite, from (15), 3.6, 3.7, 2.3 and 4.8 it follows 
that there exist a ,-good t ~ P and h* E H t \ HP with 

t U- "h* E n{U a E AP n ,} n X \ grn. U {Sa: a E AP n /'}". Q : 

In particular,for q = t I, we would have jq(o:, h*) = 1 when
ever a E AP n " and moreover h* ~ grn.Oq(AP n /'). Applying 
(17), we conclude tllat 

h* fI grn{)q(E) U (Oq({a}) +grnOq(E)) 

for each (E, F, a, 11) E Bpi,. On the other hand, since the 
s~ntence "h* E X" is ,-definable and t is ,-good, q If- " h* E 
X". Now all the requirclnents of 4.10 are satisfied, so there 
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is rEP such th.at r ::; p, r ::; c.{ an~ cpT(p, h*) ~ 1. Since 
r ::; q U- "h* EX", r H- "h* E X n SJJ.". Since r ::; p, (16) 
yields r H- " h* E HP", a contradiction with h* tt HP. 

5.2 Lemma. M[G] F "(H, T) is Frechet-Urysohn". 

Proof. We argue in M[G]. Since (II, T) is a topological group 
(see 3.13 (i) ), it suffices to check the Frechet-Urysohn property 
of (H, T) at o. So let X CHand 0 E [X]. From 5.1 it follows 
that 0 E [XngrmU {So: a E E}] for some E E [WI]<w and m E 
w. Since each So is a convergent sequence (Lemma 3.13(ii)), 
Z == (U{So : a E E})m is a countable compact subspace of 
(H, T)m. Since the m-fold multiplication <Pm : (H, T)m --+ 

(H, T) is continuous, grm U {So : a E E} == <Pm(Z) is also 
a countable compact (hence metrizable) subspace of (H, T). 
Now 0 E [X n grm U {So: a E E}] yields that there is a 
sequence of points of X converging to 0 in (H, T). 

6. (II, T) IS NOT AN al,s-SPACE. 

6.1 Lemma. Suppose that s E P, eand nare P -names and 

(18) . . 
s Ir"~: w --+ H is a function, new is infinite and 

Sm \ (U{Sn : n < m} U ran~) is finite for all mEn". 

Then s H- ,,~ is not a sequence T -converging to 0 ". 

Proof. If not, then there is s' ::; s so that 

(19) s'H-"~ is a seqllence T-converging to 0". 

For i, mEw and !( E [J-I]<w use 4.13 to choose 6i ,m,K E WI so 
that the sentence 

is <5'i,m,l(-definable. Fix a limit ordinal, E WI with 

, > {8i ,m,l{ : i, mEw, 1< E [H]<W}. 
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Pick Jl E WI \ ,. Then use (19),3.6,3.7 and 4.8 to find a ,-good 
p ::; s' and i E w such trlat 

(20) p It- "~(j) E UJj for all j > i". 

Since p ~ s It- "n c w is infinite", we can find mEw \ AP 
and p' ~ p so that p'lt- "1n E n". Now from p' ::; s, (18), 2.3, 
2.4(iii) and 4.8 it follows that there exists a ,-good t ~ p' such 
that {O, 1, ... ,m} C At and 

t It- "(3m \ (U{Sn : 1~ < 111,} U ran ~)) U {~(j) : j ~ i} C Ht 
". 

Since the last sentence is ,-definable and t is ,-good, 

(21)
 

tl, It- "(3m \ (U{Sn : n < Tn} U ran ~)) U {~(j) : j ~ i} C Ht 
".
 

Now use 2.5 to find q ~ tl, and h* E flq \ H t such that Aq = 
AtI" , 'Pq(m, h*) = 1, and epq(a, h) == 0 whenever a E Aq \ {m} 
and h E Hq \ lIt. Since m ~ AP n, c Aq, H t is a subgroup of 
Hand HP C fIt, we conclude that 

In particular 

h* ~ H t :) lIP U (lIP +gr2IAPIOq(AP n,)). 
Note that q I , = q, l)ecause Aq = Atl'Y. So 4.11 can be applied 
to find rEP with r ::; p, r ::; q and jT (/-l , h*) == O. Since r ~ q 
and {O, 1, ... , m - I} C Atl, = Aq, <pT(m, h*) = 'f'q(m, h*) = 1 
and <pT(n, h*) == 'f'q(n, h*) == 0 for n < m, i.e. r It- "h* E 
Sm \U{Sn: n < m}". Now r ~ q::; t I" h* ~ H t and (21) 
imply that r It- " h* == e(j) for some j > i". Since r ~ p and 
(20) holds, this yields r It- "h* E UJj'" a contradiction with 
fT (Jl, h*) == o. 

6.2 Lemma. AI[G] F "(H, T) is not an al,S-space". 

Proof. We argue in A{[G] . .From 2.4(iii) and 2.5 it follows that 
Tm == Sm \ U{Sn : 1~ < n~} is infinite for every mEw. Since 
each Sm is a sequence converging to 0 in (H, T) (see 3.13(ii)), 
we conclude that {Tm : mEw} is a disjoint sheaf at o. Finally, 
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Lemma 6.1 implies that the set {m E W : ITm \ ran eI < w} is 
finite for each sequence ~ that converges to 0 in (H, T). 

7. CONSTRUCTION OF To 
In this section we will show that for F == [H]<w the topol

ogy T constructed ill Section 3 can be taken as To from Main 
Theorem. 

7.1 Lemma. Let pEP and J-l E WI \ AP. Then there exists 
rEP so that r :s p, A1' == APU {J-l}, lIT == HP and <.pT(Il, h) == 1 
for each h E 1fT 

• 

Proof. Define lIT == lIP, AT == AP U {Il}, BT == BP, CT = CP,
 

fT = fP U {((J-l,O),l)} U {((Il,h),O): hE HP \ {OJ},
 

cpT == cpP U {((J-l, h), 1) : h E HP}.
 

We leave to the reader an easy verification that r 
(HT, AT, BT, CT, fT, cpT) is as required. 

7.2 Lemma. Let F == [I-f]<w, Ii E [H]<w, J E [WI]<w, (3 E 
WI \ J and k E w. Then the set 

{q E P : q n- "Sfj n (Ii + grk U {Sa: a E J}) is finite"} 

is dense in P.
 

Proof. Fix pEP. In view of 2.3 and 2.4(iii) we can assume,
 
without loss of generality, that [( C HP, J c AP and r; E AP.
 
Choose J-l E WI \ AP, and let r' ~ p be the condition constructed
 
in 7.1. Define
 

Hq == HT, Aq == AT, Bq == BTU {(J U {Il}, HT,(3, k + I)},
 

cq = CT, fq = jT, c.pq == cpT and q = (Hq,Aq,Bq,Cq,/q,cpq).
 

It is clear that q E P and q ~ r ~ p. Furthermore, from 3.12
 
it follows that 

q H- "S{1 n grk+l U {Sa: a E J U {Il}} C H T 
". 

Since !( C HT, and cpT (J-l, h) == 1 for each h E HT, we conclude 
that 
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7.3 Lemma. Let:F = [H]<w. Then Il- " the set {n E W : 

ran en Sn is infinite} is finite for every sequence ewhich con
verges to 0 in (H, T) ". 

Proof. Assume the contrary, and fix s E P and a P-name eso 
that 

(23) 
s Ii- "~ : w ~ H is a sequence T- converging to 0, and 

{n E w : ran ~ n Sn is infinite} is infinite". 

For each jEw and every h E H fix 8j ,h E WI so that the 
sentence "t(j) = h" is 8j,h-definable (Lemma 4.13). Let, E WI 

be a limit ordinal such that, > sup {8j ,h : jEw, h E H}. 
Pick It E WI \ ,. Since 

s u- "e is a sequeIlce converging to 0 in (H, T)", 
we can apply 3.6,3.7, 2.4(iii) and 4.8 to find i E wand a ,-good 
pEP such that p ~ S, It E AP and 

(24) p Ir "e(j) E UIl for all j > i" · 

Now use (23) to choose nEw \ AP and pi ~ P so that 
pi H- "ran t n Sn is infinite". From 7.2, 2.3 and 4.8 it follows 
that there exist a ,-good t E P, h* E H t and j > i such that 
t :::; pi and 

(25) 
t H- "e(j) = h* tI. I-I PU (HP + gr21API U {Sa: a E AP n /,})". 

Define q = ti,. From (25) it follows that 

h* r/:. lIP U (liP + gr2IAPIOQ(AP n I)). 

Since t ~ P, 4.3 implies that q~ pI,. Hence p, q", It and h* 
satisfy all the reqllirements of 4.11 which yields the existence of 
rEP with r ~ p, r :::; q and jT(p, h*) = 0, i.e. r 11- " h* fI. UIl ". 

Since t is ,-good and the sentence "e(j) = h*" is ,-definable, 
(25) implies that q IJ- "e(j) = h*". Now from r ~ q it follows 
that r H- "~(j) ~ UJl", a contradiction with j > i, r ~ p and 
(24). 
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7.4 Lemma. If :F = [H]<w, then M[G] F= "(H, T) is not an 
03 -space".
 

Proof. From 3.13(ii) and 7.3 it follows that, in M[G], {Sn :
 
nEw} is a sheaf at 0 so that the set
 

{n E W : Sn n ran ~ is infinite} 

is finite for each sequence ~ which converges to 0 in (H, T). 

Proof of Main Theorem, item (i). Set F == [H]<w and 
combine 3.13, 4.14, 5.2 and 7.4. 

8. CONSTRUCTION OF 1i 
Here we will show that for F == 0 the topology T constructed 

in Section 3 can be taken as 1i from Main Theorem. 

8.1 Lemma. Suppose that F == 0, s E P, X is a P-nameJ 

s It- "X C if and 0 E [X] \ X ", , E WI is a limit ordinal, 
and for all h E If the sentence "h EX" is ,-definable. Then 
s H- "SJJ, n X is infinite" for any J.l E WI \ ,. 

Proof. Pick J.l E WI \ ,. To verify that s H- " SJJ, n X is infinite" 
it suffices to find, for t ~ sand ]{ E [H]<w fixed, r ~ t and 
h* E H \ [{ with r It- " h* E SJJ, n X". SO pick a ,-good p ~ t 
so that J.l E AP (see 2.4(iii) and 4.8). Since p Ir- "0 E [Xl \ X", 
we can use 3.6, 3.7, 2.3 and 4.8 to find a ,-good q' ~ p and 
h* E Hq' \ (fIP U !() with 

q'l~ "h* E n{Ua : a E AP n,} nx". 
Set q= q'I,. Then h* E IJq \ liP and fq(a, h*) == 1 for a E 
AP n ,. Since:F == 0 irrlplies Bpi"! == 0, we can apply 4.10 to 
obtain rEP such that r ::; p, r :s; q and <.pT(Il, h*) == 1. Since 
q'lt- "h* E X", q' is ,-good and the sentence "h* E X" is 
,-definable, q I~ " h* E X", and so r Ii- " h* E SJ.L n X". 
8.2 Lemma. Assume that:F = 0, s E P, X is a P-name and 

s It- "X c H x wand 0 E [Xn] \ X n for all nEw", 

whereXn={(h,p):pli- "(h,n)EX"}. ThenthereisJlEwl 
such that 

s Ii- "SJ.L n X n is infinite for all nEw". 
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Proof. For all hEll and nEw use 4.13 to find bh,n E WI for 
which the sentence "h E Xn " is bh,n-definable. Choose a limit 
ordinal I > sup {bh,n : h E H, nEw} and J1 E WI \ I. Now 
8.1 finishes the proof. 

8.3 Corollary If F == 0, then M[G] F= "(H, T) is an a2
space". 

Proof of Main Theorem, item (ii). Set :F = 0 and 
combine 3.13, 4.14,5.2 and 8.3. 

9. ADDENDUM TO MAIN THEOREM 

One can easily see that in case F == 0 the condition (3 p ) 

from Definition 3.1 is superfluous, so in this case poset P can 
be simplified by dropping BP and condition (3 p ) from pEP. 
The only reason for involving so complicated poset in solution 
of "a2 => a1 problem" is author's intention to present a unified 
approach to botll problems and to provide their solutions by 
complete proofs, and also the qllestion of size of the paper. In 
fact, to constrllct the tOl)ology 11 with the properties described 
in Main Theorem one can use the following poset P* which is 
much more simple thaIl P. 

9.1 Definition. A condition p E P* is a structure p = 
(HP, AP, f P,<.pP,), where lIP is a finite subgroup of H, AP E 
[Wl]<w and fP : AP x lIP ~ 2, <pP : AP x liP ~ 2 are functions 
satisfying the following l)foperty: 

(.p) For every a E AP the set }I~ == {h E HP: fP(a,h) = I} 
is a subgroup of If. 

For p, q E P* we define q :::; p iff lIP C Hq, AP C Aq, fP C f q, 
<.pP C <.pq and 

(q~p) if h E fIq \ HP, a,/3 E AP and <.pq(a, h) == 1, then 
fq (/3 , h) == 1. 

OIle may easily cl1eck that all results of Sections 2-4 except 
for 4.11 remain valid for P* instead of P - simply replace P 
by P*, cut BP's and CP's, drop verifications of (2p) and (3p) in 
the proofs and delete items (iii) and (iv) from Definition 4.5. 
(Observe that 3.5 now trivially satisfied by letting f3 == a.) As 
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for 4.11, its analogue, say 4.11*, also holds if we substitute P 
by P* and replace condition (8) by the stronger condition 

(26)
 

To see this, define r = (HT, AT, fT, cpT) by the same rules as in 
the proof of 4.11, but for each i E n + 1 replace old Zi by 

(27) 
Zi = grw ( {h E }/P : fP(Ai, h) = I} U (Oq(AP n,) \ HP)). 

Since each Zi is a subgroup of HT = Hq, r E P*. Further, 
fPI'Y C fq C fT and Zi n HP = {h E HP : fP(Ai, h) = I} 
for every i E n + 1, so fP C fT. From (13), the equality 
HT = Hq and q ~ pi, we conclude that (T ~p) holds, so r ~ p; 
and since HT = Hq, tIle property (T ~q) holds trivially, which 
immediately yields r ~ q. As was noted in the proof of 4.11.6, 
Il = As for some sEn + 1. Finally, from (26) and (27) we 
conclude that h* f/:. Zs, and so fT(/-l, h*) = o. This finishes the 
proof of 4.11 *. 

Let 1;.* be the topology constructed via P* the same way 
as 7i was constructed from P. The argument from Section 6 
works to show that (iI,1;.*) fails to be an nl,S-space (note that 
condition (26) coincides with (22), so 4.11 * can be applied!). 
We will show in Lemma 9.2 below that (H,1;.*) is Frechet
Urysohn, i.e. 5.2 *, the analogue of 5.2 for P*, holds. Since 
in the proofs in Section 8 only results from Sections 2-4 and 
5.2 * are applied, (H, 1;.*) is an Q2-space. So summarizing what 
was said above, we see that 7;.* has the same properties as 7i 
from our Main Theorem. Moreover, P* is forcing isomorphic 
to Fn(wl'w). The first advantage of 1;.* with respect to 7i is 
that, in view of (.p) for all p E P*, 1;.* has a base of open 
neighbourhoods of 0 consisting of subgroups of H. To display 
the second one, we need the following 

9.2 Lemma. If G is P*-generic oveT' M, then M[G] F "(H, 
~*)k is Frechet- Urysohn for all k E w". 

Proof. Fix k E w, and let [~\]k denote the closure of X C H k 

in (H,7;.*)k and Ok = (0, ... ,0) E Ilk. Since in M[G] each SJj' 
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P E WI, is a sequence T-converging to 0 (analogue of 3.13(ii) 
for ~*), to check our lem.ma it suffices to show that 

M[G] F "if X C H k and Ok E [X]k, then 

Ok E [X n (SJL)k]k for some p E WI". 

In its turn to prove this it suffices to verify that if s E P*, X 
is a P*-name and 

(28) s Ir X c Hk and Ok E [X]k, 

then there is J-l E WI such that, whenever t :::; sand ]{ E [H]<w, 
r Ir- " (SJL \ [()k n X =I- 0" for some r :::; t. So fix s E P* and a 
P*-name X satisfying (28). Choose a limit ordinal / E WI such 
that for any (ho, ... ,h k - I ) E H k the sentence "(ho, ... , hk - l ) E 
·X" is ,-definable. Pick p E WI \" and fix t ~ sand!{ E [H]<w. 
Choose a ,-good p ~ t with p E AP and !( C HP. Then 
use (28) to find a ,-good q' ~ t and h~, ... , hZ-1 E Hq' (not 
necessary distinct) so that 

q'I~"(h~, ... ,hk_l) E (n{UQ \fIP: a E APn,})knx". 

Let q = q'I,. Then jq(a, hj) == 1 and h; fI. HP whenever 

a E AP n, and j E k. Further, q Ir " (h~, , hZ-I) E X", 
because q' is ,-good and the sentence "(h~, , hZ-I) E X" 
is ,-definable. Now let (J' witnes that p is ,-good, and define 
HT == Hq, AT == AP U Aq , 

fT == fPUjqU{((a,h),jq(a(a),h)): a E Aq\AP, hE Hq\HP} 

and 

cpT cpP U <pqU {( (It, h;), 1) : j E k} 

U{((/t,h),O): h E Hq \ (liP U {hj: j E k})}
 
U{ ((a, h), 0) : a E AP \ (Aq U {p}), h E Hq \ HP}.
 

One can easily check that r == (HT, AT, jT, cpT) E P*, r :::; p and 
r :::; q. Finally note that 

r Ir- "(h~, ... , hk-I) E (S~ \ !{)k n X". 
Now, in M[G], (I-I, ~*) is an a2-space (analogue of 8.3 for 

~*), and (H, ~*)k is Frechet-Urysohn for all k E W (Lemma 
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9.2), so (H, ~*)W is a w-space ([22], Corollary 3.8). Thus we 
have verified the following 

9.3 Addendum to Main Theorem In addition to the 
conclusion of Main Theorem we can assume that (H, ~*)W is 
a w-space and that 7i has a base of open neighbourhoods of 0 
consisting of subgroups. 

In connection with this Addendum it might be interesting 
to know whether the grollp (H, To) from Main Theorem can be 
chosen to have a base of open neighbourhoods of 0 consisting of 
subgroups. I am inclined to an opinion that this is impossible. 
Moreover, I could propose the following 

9.4 Conjecture Each Frechet-Urysohn group having a base 
of open neigl1bourhoods of its neutral element consisting of 
subgroups is a w-space. 

Historical remarks. The trick of using a special function u 
for preserving necessary information in the process of cutting 
a condition, employed in the definition of a ,-good condition, 
was implicitly introduced by the author in [30] (observe that 
the property (10) from item 4 of this paper can be restated in 
terms of the existence of a special function u : BP ---+ BP n Ao; 
see also the property (14) in [32, Definition 2.1.2] for detailed 
exposition). Such a function usually garantees that some sub
posets of a poset are completely embedded in it. In our case 
Lemma 4.9 actually states that P"! is completely embedded in 
P for every limit ordinal , E WI (and pi, is a reduction of 
pEP to P"! in the sense of [16, Chapter VII, Definition 7.1]). 

The notion of a 8-definable sentence is the precise represen
tation of a rather common idea that one could cut a condition, 
or more generally, change it in a somewhat more complicated 
way, without losing some piece of information this condition 
forces. This idea, based essentially on the concept of a mini
mally forcing set of conditions introduced, by the way, by Paul 
Cohen (see definition before [6, Chapter IV, Lemma 8.7]), was 
exploited in a non-trivia.l manner by Hechler [13], Bell [5], Ma
lyhin [19] and probably by many others. In particular, based 
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upon this fruitful idea, Malyhin [19, Section 5] discovered an in
genious way of getting Frechet-Urysohn non-metrizable groups 
in forcing extensions. l'he author would like to emphasize that 
it is Malyhin's ideas from [19, Section 5] which were the start
ing (but afterwards become far off) point of his constructions.1 

Acknowledgement. The author would like to thank P.J. 
Nyikos for valuable bibliographical comments and the referee 
for helpful remarks and suggestions. 

1In fairness it should be mentioned that, although Malyhin's ideas from 
[19, Section 5] got the author an opportunity to understand better how one 
might construct Frechet-Urysohn group topologies in forcing extensions, 
the author was unable to follow the arguments from the proof of [19, 
Proposition 5.4] (referred to afterwards simply as "the Proof"). Indeed, 
imagine that ({ 6, J.l}, i) E £3 for some J.l < () and i E w (we will use 
the original notations frorn the Proof). Suppose also that the following 
property holds: 

(*) Whenever q E P, q ~ S, mEn and q Ir "ih E B", then there is 
n E (dom dq) \ (i + 1) so that dq(n) = (m,m') and A~(m') = 1. 

Now if this situation somehow happens (and the author could not ex
tract from the existing proof any indication how to avoid this), then the 
argument presented in the Proof unfortunately does not work. Moreover, 
in this case the quadruple r = (Ar, dr, Er, T'r) constructed in the Proof 
is not even a condition, i.e. r ¢. P in contrast with what is claimed there. 
To see this observe that q E P and mEn chosen in the Proof satisfy the 
assumption of (*), so we can pick n in accordance with the conclusion of 
(*). Since A:5(m) =A~(m') = 1 and ({6,J.l},i) E £3 C £r by the choice 
of r, if r really were a condition, then the property 3c) for this r would 
yield n ~ i, a contradiction with nEw \ (i + 1). 

However, if in the Proof sonleone drops items 2) and 3) from the 
definition of a condition and items 3) and 4) from the definition of the 
comparison relation between conditions, then it can be easily seen that 
the resulting group would be Frechet-Urysohn and non-metrizable (but, 
of course, now nobody could state that its square is not Frechet-Urysohn). 
Therefore the following question seems to remain open: 

Question. Is there a countable Frechet-Urysohn group G such that 
G x G is not Frechet-Urysohn? 
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