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CONVEXITY AND THE BROUWER FIXED
 
POINT THEOREM
 

Wladyslaw Kulpa 

Abstract 

In this paper, a class of spaces which is a general­
ization of topological linear spaces is introduced. 
The Schauder fixed point theorem and the ReIly 
theorem on centered families of convex sets are 
proved. A new characterization of metric ANR 
and AR-spaces is given. 

1. Introduction 

The aim of this paper is to present a class of spaces which 
contains topological linear spaces, simplicial complexes and 
topological manifolds. Some concepts are taken from alge­
braic topology. However, the main tool is the Brouwer fixed 
point theorem, which appears here in the form of four lemmas 
of Sperner. A. simple and short proof of the Brouwer theo­
rem, based on combinatorial technique and Sperner's lemma, 
was given by Knaster, Kuratowski and Mazurkiewicz in 1929. 
Nowadays, there are many proofs of this theorem which omit 
combinatorial methods (see, e.g. [6]). And this is the justifica­
tion for using the fixed point theorem in proofs of the lemmas. 
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54 C20, 54 035 

Key words: the Schauder fixed point theorem, Schauder's conjecture, 
the Helly theorem on convex sets, the Dugundji extension theorem, ANR 
and AR-spaces 
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A set of (n +1) points Po, ... ,Pn E Rm is said to be (affinely) 
independent if the vectors PI - Po, · · · ,Pn - Po are linearly in­
dependent. This is equivalent to the statement that for each 
real numbers to, ... ,tn the following implication holds 

n n 

2: ti . Pi = 0 & 2: ti = 0 ====> to = ... = tn = 0 
i=O i=O 

The definition of independence does not depend on the order 
of points Po, · · · ,Pn· 

Let the points Po, · .. ,Pn be independent. Their convex hull 

n n 

conv{Po, · · · ,Pn} := {x E Rm 
: x = 2: ti'Pi, 2: ti = 1, 0 ~ til 

i=O i=O 

with the subspace topology is said to be n-dimensional (geo­
metric) simplex spanned by the vertices Pi. We shall use no­
tation [Po, ... ,Pn] instead of conv{po, · · · ,Pn}. From indepen­
dence of the points it follows that each point x E [Po, ... ,Pn], 
x = E~=o t i · Pi is uniquely determined by its barycentric coor­
dinates t i > 0 . 

Let P = [Po,. · · ,Pn] be an n-dimensional simplex. The sub­
set 

is called the i-th (n - I)-dimensional face of the n-dimensional 
simplex [Po, ... ,Pn]. 

First Lemma of Sperner. Let {Ao, •.. , An} be an open (or 
a closed) covering of n-dimensional simplex P = [Po, ... ,Pn]. 
Then there exists a sequence 0 ~ i o < ... < ik < n such that 
(i) [Pia,. · . ,Pik] n Aia n ... n Aik ¥= 0. 

Proof. (I). Assume that the sets Ai are open and let us define 
a continuous map f : P ~ P 
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Since the sets Ai form an open covering of the simplex P, we 
infer that d(x) > 0 for each point x E P. According to the 
Brouwer fixed point theorem there exists a point a E P such 
that f(a) = a. This means that 

di(a) = ti(a) · d(a) for each i = 0, ... ,n 

Since the sets Ai are open and d(a) > 0 we infer that 

ti(a) > 0 if and only if a E Ai for each i = 0, ... ,n. 

Now, let us put {io, ... ,ik} = {i ~ n : ti(a) > O}. Then, from 
the above we get 

a E [Pia, ... ,Pik] n Aio n ... n Aik . 

(II). Assume now, that the sets Ai are closed and define for 
each m = 1,2, ... open sets 

mUi := {x E P : Ilx - all < -
1 

for some a E Ai}
m 

From the part (I) it follows that for each m = 1,2, ... there 
exists a set 1m C {O, ... ,n} and a point am E P such that 

am E conV{Pi : i Elm } n n{U;n: i Elm } 

Since the family of distinct sets 1m is finite and the simplex P 
is compact, there exists an infinite subset MeN such that 
for each m E M we have 

1m = I and lim am=aEP. 
mEM 

And this implies that a E canv{Pi : i E I} n n{Ai : i E I}. D 
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Second Lemma of Sperner. If open (or closed) sets B o, ... , B n 

of an n-dimensional simplex P = [Po, · · · ,Pn] satisfy the follow­
ing condition 
(ii) [Pia, ... ,Pik] C B io U ... UBik far each 0 ~ io < ... < ik ~ n 
then Bon ... n Bn =1= 0. 

Proof Suppose that Bon nBn = 0 and let us put Ai := P \ 
Bi . Then the family {Ao, ,An} is a closed (open) covering 
of the simplex P and according to (ii) 

[Pia'··· ,Pik]nAian...nAik = 0 for each 0 ~ i o < ... < ik ~ n, 

contrary to (i) of the First Lemma of Sperner. 0 

Third Lemma of Sperner. If {Bo, ... , Bn } is an open (or a 
closed) covering of an n-dimensional simplex P = [Po, ... ,Pn] 
such that 
(iii) Bi n [Po, . .. ,Pi, . .. ,Pn] = 0 for each i = 0, ... , n, 
then Eo n ... n En =1= 0 

Proof. It suffices to check that the sets B i satisfy the condition 
(ii) of the Second Lemma of Sperner. Let us fix a sequence 
o< i o < ... < ik ~ nand i =1= i o, · .. , ike From (iii) if follows 
that 

[Pia,··· ,Pik] C [Po, ,Pi, ... ,Pn] C P \ Bi 
Since P - Bo U U Bn , we infer that 
[Pia, ... ,Pik] C Bia U ... U Bik . 0 

Fourth Lemma of Sperner. Let {Ao, ... , An} be a closed (or 
an open) covering of an n-dimensional simplex 
p = [Po, · · · ,Pn] · If 
(iv) [po, ,Pi, ... ,Pn] C Ai for each i - O, ... ,n, 
then A on n An =1= 0. 

Proof Suppose that A o n ... n An = 0 and let us put B i := 
P \ Ai. From (iv) it follows that the condition (iii) holds for 
the covering {Bo, ... , Bn }. Therefore 0 =1= Bo n ... n Bn 

P \ (Ao U ... U An), contrary to P = Ao U ... U An. 0 
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2. Simplicial Structures 

Let X = (X, T) be a topological space. Any continuous map 
a : [Po, ... ,Pn] -----+ X from a geometric simplex into X, is 
said to be singular simplex contained in X. For each singular 
simplex a : [Po, ... ,Pn] -----+ X let us introduce the following 
notations: 

dom a := [Po, · · · ,Pn], im a := a[po, · · · ,Pn], 

vert a:= {a(po) , ... ,a(Pn)}. 

For a given topological space (X, T) the family of all singu­
lar simplexes contained in X will be denoted by ~. 

A family F c ~ is said to be simplicial structure in a space 
X if for each singular simplex a E F, a : [Po, ... ,Pn] -----+ X 
and for each sequence of indexes 0 ::; io < ... < ik ::; n we have 
al [Pia, · · · ,Pik] E F. 

A triple (X, T, F), where T is a topology on X and F is a 
simplicial structure in the space (X, T) is said to be topological 
simplicial space. In the case when (X, p) is a metric space or 
(X, /1·/1) is normed space, the triples (X,p,F), (X,II·/I,F) 
will be called metric, or normed simplicial space. 

Example 1. 
1. It is clear that for a given space X the family :E is an ex­
ample of simplicial structure. 
2. Also the family C c ~ of all the constant maps is a simpli­
cial structure. 
3. A very important example of simplicial structure is the 
family £, c ~ of all affine maps , l : [Po, ... ,Pn] -----+ X; 
l(E~=o t i . Pi) = E~=o t i · l(Pi), where X is a convex subset 
of a linear topological space E. 
4. A topological manifold can be described by a simplicial 
structure I C ~ consisting of all the singular simplices which 
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are one-to-one maps. 

Now, we are going to extend the notion of convexity from 
linear topological spaces onto topological simplicial spaces. 

A topological simplicial space (X, T, F) is said to be convex 
if for each finite set A c X there exists a simplex (J E :F such 
that A = vert (J, and it is locally convex at a point x E X if 
for each its open neighbourhood Ux there exists an open set 
Vx , x E Vx C Ux such that (a) for each finite subset F C Vx 

there exists (J C F with vert (J = F, and (b) for each (J E F; 
vert (J C Vx =::::} im (J C Ux 

A simplicial space X which is locally convex at each point 
x E X is said to be locally convex. 

Let us recall that a subset C C X of a topological linear 
space X is convex if for each n + 1 points Co, ... , en E C, each 
convex combination E~=o t i · Ci belongs to C. In our termi­
nology it means that for each singular linear simplex (J E £; 
vert (J C C implies im (J C C. Thus in the case when X is 
a topological linear space and F = £, is a simplicial structure 
consisting of all the affine simplices, then the notion of con­
vexity in our sense coincides with the notion convexity in the 
classical sense. 

3. A Fixed Point Theorem 

In this part we shall use the First Lemmma of Sperner as a 
main tool for investigating fixed points. Let us state the lemma 
as 

Theorem on Indexed Covering. Let iUD, ... , Un} be an open 
covering of a topological space and (J : [Po, · .. ,Pn] ~ X a sin­
gular simplex. Then there exists a sequence 0 ~ i o < ... < ik ~ 

n of indexes such that (J [Pia, · · · ,Pik] n Uia n ... n Uik =I 0 

The following theorem is a sharpened version of the Schauder 
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fixed point theorem for convex subspaces of normed spaces. 

The Schauder Fixed Point Theorem. Let (X, T, F) be a 
convex Hausdorff topological simplicial space, and let 9 : X ~ 

X be a continuous map such that g(X) is compact and X is 
locally convex at each point x E g(X). Then 9 has a fixed point. 

Proof. Let us put Y := g(X) and suppose, contrary to our 
claim, that g(x) =I x for each x E X. Since X is a Hausdorff 
space hence for each x E X there exists an open neighbour­
hood Wx of x such that 
(1) Wx n g(Wx ) = 0 
Let us put W = {Wx : x E Y} and let V be an open covering 
of Y satisfying the condition of local convexity: 
(2) for each V E V there exists W(V) E W, V C W(V), such 
that for each a E F; 

vert a C V ==> im a C W(V). 
The family V is an open covering of Y, which is a Hausdorff 
compact space and therefore there exists a relatively open in 
Y finite covering U = {Uo, ... , Un} which is a star-refinement 
of V (cf. Engelking [4],p. 377) i.e., Y = Uo U ... U Un and for 
each y E Y there exists V E V such that 
(3) st(y, U) := U{U E U : y E U} C V 
Convexity of X implies that there exists a singular simplex 
a E F, a: [Po, ... ,Pn] ~ X, such that a(Pi) E Ui for each 
i = 0, ... , n. The family {g-l(Ui ) : i = 0, ... , n} is an open 
covering of X and according to the theorem on indexed cover­
ing there exist a sequence 0 ~ i o < ... < ik ~ n and a point 
w E X such that 
(4) W E a[pio, ... ,Pik] n g-1 (Uio ) n .... n g-1(Uik ) 
From the above we get that g(w) E Uio n ... n Uik and since 
a(Pi) E Ui, we infer from (3) that there exists V E V such that 
(5)a(Pio)' .... ,a(Pik) E st(g(w),U) C V 
But the condition (2) of local convexity implies that 
w, g(w) E W(V), contrary to (1). 0 



218 Wladyslaw Kulpa 

We shall show that the assumption of local convexity is es­
sential. 

Example 2. Fix n > 0 and let us define X :== Q U {p}, 
where Q :== {x E Rn : IIxll < I} and p:== (1,0, ... ,0) E 
Rn. The set X is a convex subset of Rn. Let £ be the affine 
simplicial structure consisting of all the affine simplices in X. 
Now, describe a new topology T on X generated by a base 
of open neighbourhoods; for every x E Q and € > 0 define 
neighbourhoods Ux(E) :== {y E Q: IIx - yll < €} the same as 
in the Euclidean topology, and for p, put Up(E) := {p} U {x E 

Q : Ilxll > €}, 0 < € < 1, € ~ 1. 
The topology T is weaker than the Euclidean topology on 

X and therefore the triple (X, T, £) is a topological simplicial 
space. The space X is locally convex at each point x # p 
because the neighbourhoods Ux (€) are linearly convex. It is 
easy to see that X is not locally convex at p because for each 
point x E Up (€), x # p, the I-dimensional linear simplex with 
vertexes x and -x must contain 0 = (0, ... ,0). 

Let B := {x E Rn : Ilxll ::; I}. It is known that the quo­
tient space B / 8B is homeomorphic to n-dimensional sphere 
sn := {x E Rn : Ilxll = I}, and therefore the space (X, T) has 
not fixed point property. Thus the Schauder Theorem does 
not hold for the space (X, T, £) though it is convex and lo­
cally convex at each point but one. 

This example is related to still unsolved problem of Schauder 
from the Scottish Book [8, Problem 54], which can be expressed 
in our terminology as the following question; Is the assump­
tion of local convexity, in the Schauder fixed point theorem, 
essential for linear topological spaces (with the simplicial lin­
ear structure)? Our example shows that the answer is affirna­
tive for spaces with simplicial affine structure and non-linear 
topology. 

The example shows also that the sphere sn has a simpli­
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cial structure consisting of the all maps h 0 l, l E L, where 
h : X ~ sn is a fixed homeomorphism. This structure is 
convex but, as it was shown, cannot be locally convex. On the 
other hand one can find a simplicial locally convex structure on 
sn but in view of the Schauder Theorem it cannot be convex. 

Some new results related to the Schauder problem can be 
found in [9]. 

4. Centered Families and Convexity 

Let us recall the definition of covering dimension, dim X, of 
a topological space X; dim X < n provided that for each 
open covering W there exists an open covering U such that 
U is a refinement of W (i.e., for each U E U there is W E W 
such that U c W) and for each x EX; I{U E U : x E U} I ~ n. 

Lemma on Collapse of a Singular Simplex. 
If a : [Po, ... ,Pn] ~ X is a singular simplex in a Hausdorff 
space X and dim X < n, then 

Proof Suppose, contrary to our claim, that a(Po)n ... na(Pn ) 

= 0, where P := [Po, ... ,Pn] and Pi := [Po, ... ,Pi, ... ,Pn]. 
Then W = {Wo, ... , Wn }, where Wi := X \ a(Pi ), is an open 
covering of X. Let U = {Us : s E S} be an open covering of 
X, which is a refinement of W. Since U is a refinement of W 
hence there exists a function ¢> : S ~ {O, ... ,n} such that 
Us C W</>(s) for each s E S. Letting Bi := U{a-1(Us) : ¢(s) = 
i} we obtain an open covering {Bo, ... , Bn } of the simplex 
P, which satisfies the condition (iii) of the Third Lemma of 
Sperner and therefore there exists a point a E P such that 
a E Bo n ... n Bn . Hence I{s E S : u(a) E Us}1 > n. But this 
means that dimX 2: n, a contradiction. D 
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Observe, that from the above lemma it follows that dim Rn 2: 
n. 

A subset C of a convex topological simplicial space (X, T, F) 
is said to be convex if for each a E F; vert a C C implies 
im a C C. 

A family C of sets is said to be centered if each finite sub­
family 1) C C has a non-empty intersection. 

The Helly Theorem. Let (X, T, F) be a convex topological 
space with dim X < n. If C C 2x is a family of convex subsets 
such that each n element subfamily 1) C C has a non-empty 
intersection, then C is centered. 

Proof. There is no loss of generality in assuming C = 

{Co, · . · ,Cm } and m 2: n. By induction we may assume also 
that for each i = 0, ... , m there exists Xi E Co n ....Ci - 1 n 
Ci+1, ... ,Cm . Since X is convex, hence there exists a C F, a : 
[Po, · · · ,Pm] ~ X such that a(Pi) = Xi. By Lemma on a col­
lapse of a singular simplex there is c E n{a[po, · · · ,Pi, ·· · ,Pm] : 
i = 0, ... ,m}. From the choice of the points Xi it follows that 
Xo, •• · ,Xi-l, Xi+l,·· ., X m E Ci . Hence, since C is convex, we 
have; C E a[po, ... ,Pi, · · · ,Pm] C Ci for each i, and this yields 
c E Co n ... n Cm. 0 

ReIly's theorem which was first published in 1921 and proved 
for X = Rn plays an important role in the geometry of con­
vex sets. For a recent account of results related to the ReIly 
theorem and its applications we refer the reader to [5]. 

Numerous applications of the Second Lemma of Sperner, 
which is known as the Kuratowski-Knaster-Mazurkiewicz The­
orem, were developed by Ky Fan, and presented as the theory 
of KKM-maps. We shall only show how to extend the defini­
tion of KKM-maps onto topological simplicial spaces. 

Let (E, T, F) be a convex topological simplicial space and 
X c E a given subset. A map G : X ~ 2E is called a 
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KKM-map if for each a E F; 

vert u eX==:} im u C U{G(X) : x Evert u}. 

It is clear that, the following statement is equivalent to the 
Second Lemma of Sperner 

KKM-map Principle. If G : X ~ 2E is a KKM-map and 
G(x) is closed for each x EX, then the family {G(x) : x E X} 
is centered. 

For informations on KKM-maps the reader is referred to 
Dugundji-Granas book [3]. 

For each subset A c X x Y let us define 

Ax := {y E Y : (x, y) E A}, AY : {x EX: (x, y) E A} 

Now, assume that X is a topological space and (Y, T, F) is 
a convex topological simplicial space. A set A c X x Y is said 
to be a river if for each x EX, Ax is convex and non-empty. 
A river A c X x Y is parallel to X if there exists y E Y 
such that X x {y} c A (Le., X = AY ) and A is locally parallel 
to X if for each x E X there exists y E Y such that x E I nt AY. 

Theorem on a Parallel River. Assume that dim Y ~ n 
and let A c X x Y be a river such that; 1. Ax is compact 
and closed for each x EX, and 2. for each (n + 1) points 
Xo, ... ,Xn E X there exists y E Y such that Xo, ... ,Xn E AY. 
Then A is parallel to X. 

Proof Fix xo, ... , X n E X and choose y E Y such that 
Xo, ... ,Xn E AY. But this is equivalent to y E Axo n ... n Axn . 

In view of the ReIly Theorem we infer that {Ax: x E X} is a 
centered family and therefore there exists Z E n{Ax : x EX}. 
This finishes the proof that X x {z} c A. 0 
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Theorem on a River and a Stream. Let A c X x Y be a 
river locally parallel to X and let g : Y ~ X be a continuous 
map such that g(X) is compact. Then there exists w E Y such 
that (g(w), w) E A. 

Proof From the assumption it follows that {Int AY : y E Y} 
is an open covering of X. Since g(X) is compact, there exist 
points Yo, . .. ,Yn E Y such that g(X) c Uo U ... U Un' where 
Ui := Int AYi. Choose a E F, a: [Po, ... ,Pn] ~ Y such that 
a(Pi) = Yi for i ~ 0, ... ,n. The family {g-l(UO), ••• , g-l(Un)} 
is an open covering of Y and according to Theorem on indexed 
covering there exist a sequence 0 :s; i o < ... < i k :s; n and a 
point w E Y such that w E a[pio' ... ,Pik] n g-l(Uio ) n ... n 
g-l(Uik ). Hence g(w) E Uio n ... n Uik c AYio n n AYik. This 
implies that Yio' ... , Yik E Ag(w) i.e., vert aJ [Pia, ,Pik] C Ag(w). 

This and convexity of Ag(w) yields w E Ag(w), which completes 
the proof. 0 

The theorem has the following interpretation; A river locally 
parallel to X and a stream running along Y ( = the graph of 
g : Y ~ X ) must meet themselves. 

5. Simplex-Like Families 

In this part we shall discuss some applications of the Fourth 
Lemma of Sperner. 

A finite family {Co, ... , Cn } of subsets of a topological sim­
plicial space (X, T, F) is said to be simplex-like if for each i; 
Co n ... n Ci - 1 n Ci +1 n .... n en ¥ 0. 

Define Ixl := L:~o IXil if x = (xo, ... , xn) E Rn+l 

Equilibrium Theorem. Let {Co, . .. ,Cn } be a simplex-like 
family of convex subsets in a convex topological space (X, T, F) 
and let f : X ~ [0, oo)n+l, f = (fa, ... , fn), be a continuous 
map such that for each i; fi(Ci ) = {Ole 
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Then for each continuous map 9 : X ----+ [0, 00)n+l there 
exists a point x E X such that; f(x) ·lg(x)1 = If(x)l· g(x). 

Proof Choose points Xi E Co n ... nCi - 1 nCi +1 n ... nCn and 
a singular simplex U E F, a: [Po, ... ,Pn] ----+ X such that 
U(Pi) = Xi for each i = 0, ... , n, and let us put F:= f 0 a, 
G := 9 0 (J, P := [Po, ... ,Pn], and Pi := [Po, ... ,Pi, ... ,Pn]. 
Convexity of the sets Ci implies that a(Pi) C Ci C fi-1(O). 
Letting 

we obtain a family of closed sets satisfying the condition (iv) 
of the Fourth Lemma of Sperner. 

Observe that P = Ao u ... u An, because, if a E P \ (AoU 
... U An), then for x := a(a); fi(x) . Ig(x)1 > gi(X) · If(x)l, for 
each i = 0, ... ,n, and in consequence 

If (X)I . I9 (X)I	 = E~=o fi (x) · I9 (x)I > E~=o gi (x) · If (x) I 
= Ig(x)I·lf(x)l, 

a contradiction. 

According to the Fourth Lemma of Sperner there exist a E 

Ao n ... n An. Letting x = u(a), the same reasoning as above 
yields; f(x)· Ig(x)1 = g(x) · If(x)l. 0 

For any point x E X, where (X, p) is a metric space, let 
d(x, A) = in! {p(x, a) : a E A} denotes as usual the distance 
between the point x and the set A. 

Corollary 5.1. Let {Co, ... ,en} be a simplex-like family in 
a convex metric simplicial space (X, p) and let be given sets 
Ai C X with Ci C Ai for each i = 0, ... ,n. Then there exists 
x E X such that d(x, Ao) = ... = d(x, An). 
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Proof Apply the Equilibrium Theorem to the constant map 
g : X ----+ {t}, t = (I/(n + 1), ... ,I/(n + 1)) and f : X ----+ 

[O,oo)n+l, where fi(X) := d(x, Ai). It is clear that x E X, 
where f(x) = t· If(x)1 is the point as we asserted. D 

We turn now to some applications of the Equilibrium Theo­
rem for the case where X is equal to an n-dimensional simplex 
D := [do, . .. , dn ] and the simple-like family {Co, ... ,Cn } con­
sists of the i-th (n - I)-dimensional faces Di 

[do, . · · ,di ,. · · ,dn ], Ci = Di , of the simplex D. 

Fix n > 1. Let T:= {x E [O,oo)n+l : Ixl = I} be n-
dimensional standard simplex. In our notation T = [eo, ,en], 
where eo = (1,0, ... ,0), el = (0,1,0, ... ,0), ... , en = (0, ,0, 
1). Then Ii = {t E T : t i = O} is the i-th face of T. 

1. Assume that f : T ----+ T is the identity map g : T ----+ 

[0, 00)n+l is continuous. The Equilibrium Theorem implies 
that there exists x E T such that g(x) = Ig(x)l· x. This obser­
vation gives a generalization of the Perron-Frobenius Theorem 
which states that every square matrix {aij} with aij 2:: 0 has 
at least one non-negative real eigenvalue. This theorem plays 
very important role in economics models (cf. H. Nikaido [10]). 
2. If, in addition, g(T) c T, then Ig(x)1 = 1, and as a conse­
quence we obtain the Brouwer Fixed Point Theorem. 
3. Throughout the remaing part of this paper we shall deal 
with constant maps 9 : D ----+ T and f arbitrary satisfying the 
assumptions of the Equilibrium Theorem. If g(x) = t, then we 
immediately obtain 

Corollary 5.2. Let f : D ----+ [0, 00)n+l, f = (fa, ... , fn), be a 
continuous map such that fi(Di) = {O} for each i = 0, ... ,n. 
Then for each point t E T, there exists xED such that 
f(x) = If(x) I . t. 

Using the above corollary one can obtain direct proofs of the 
Kuratowski-Steinhaus Sandwich Theorem [7, 1] and a theorem 
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on dividing of curves due to Urbanik [12]. 

Let f.1(A) means the n-dimensional Lebesgue measure of the 
set A cR:". For any point xED let us denote 

the convex hull of the set {do, ... ,di - 1, x, di +1 , · · · ,dn }. 

Sandwich Theorem. Let A c D be a measurable set. Then 
for any point t E T there exists a point xED such that for 
each i = 0, . .. ,n 

Proof. Define a continuous map f : D ~ [0, 00 )n+l , 

I = (10, · · · ,In), 

fi(X) :== f.1[A n Di(x)] i == 0, ... ,n 

It is clear that for each xED; If(x)1 == j.L(A). 

According to Corollary 5.2. for each point t E T there is a 
point xED such that f(x) = If(x)l· t · Since If(x)1 = f.1(A) 
hence for each i = 0, ... ,n li(X) = f.1(A) · tie 0 

For a given set A c Rn and a point x E R:" let 

A - x := {a - x : a E A} 

means a translation of the set A. 

Assume that P := [Po, ... ,Pn] is an n-dimensional simplex 
such that 0 E IntP. Let for each i = 0, ... , n Mi be the cone 
consisting of the union of all the rays joining 0 to the points of 
(n - I)-dimensional face Pi := [Po, ... ,Pi, ... ,Pn]. 
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The Kuratowski-Steinhaus Theorem. Let A c R;'t be a 
bounded Lebesgue measurable set. Then for each point t E T 
there exist a point x E Rn such that for each i = 0, ... ,n 

Proof Since the set A is bounded there exist a number s > a 
such that 

A c D and (A - x) n Mi = 0, for each i and x E Di , 

where D := [do, ... ,dn ] , di = S • Pi . Define a continuous map 
f : D ~ [0, 00 )n+l, f = (fo, · · · ,fn) , 

fi(X) := JL[(A - x) n Mi ] for each i = 0, ... ,n 

It is clear that for each xED and i = 0, ... ,n; If(x)1 = JL(A) 
and fi(Di) = {Ole Then for a given point t E T there is a 
point xED such that f(x) = JL(A) · t. And this means that 
JL[(A - x) n Mi ] = JL(A) . t i for each i = 0, ... ,n. 0 

In this part we shall consider some results related to the 
Urbanik's paper [12]. 

Lemma 5.3. Let 9 : [0,1] x [0, 1] ~ [0,00) be a continuous 
function with the following properties; 

(a) g(u, u) = 0 and g(O, 1) > 0, 
(b) g(u, v) = 0 and g(v,w) = 0 implies g(u,w) = O. 

Then for each natural number n > 0 there exist a real num­
ber d > 0 and a sequence 0 = Uo < < Un < Un+l = 1 such 
that g(Ui, Ui+l) = d for each i = 0, , n. 

Proof Let us define a continuous functions Ui : D ~ [0,1] 
for i = 0, ... , n + 1, 

uo(x) = 0, Ui(X) = to(x) + ... + ti-l(X) 
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and functions fi : D ----+ [0, (0); fi(X) == g[Ui(X), Ui+I(X)], for 
i == 0, ... , n. Observe that if x E Di then ti(x) == 0, and in 
consequence Ui(X) == Ui+I(X), but this implies that fi(X) == O. 
From Corollary 5.2., for t == (l/(n+l), ... , l/(n+l)), it follows 
that there is a point xED such that fo(x) == ... == fn(x). Let 
us put for each i = 0, . .. ,n 

Ui = Ui(X) and d == fi(X). 

Then d == g(Ui, Ui+l) for each i. We shall show that d > O. 
Suppose that d = o. Then according to the assumption (b) we 
get 

g(uo, Ul) = ... = g(Un, Un+l) = o. 
And this implies that g(O, 1) = 0, contrary to (a). 0 

The Urbanik Theorem. Let f : [0,1] ----+ X be a continuos 
map into a metric space (X, p) such that f (0) =J f (1) . Then 
for each natural number n > 0 there exist a real number d > 0 
and a sequence 

o= Uo < Ul < ... < Un < Un+l == 1 

such that for each i = 0, ... ,n 

d = P[f(Ui), f(Ui+I)]. 

Proof Indeed, the function g(u,v):== p[f(u),f(v)] satisfies 
the assumptions (a), (b) of the Lemma. D 

Corollary 5.4. Let f : S ----+ [0, 00) be a continuous function 
defined on a triangle S := 6ABC such that 

(1) f(x) == 0 iff x E sideAB. 

Then for each natural number n > 1 there exists a sequence of 
points belonging to, the side AB, 

A == Po < PI < ... < Pn < Pn +1 = B 
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such that 
f(Qo) = ... = f(Qn) 

where the points Qo, · .. ,Qn E S are vertices of the triangles 
6~QiPi+l, i = 0, ... ,n which are similar to the triangle S. 

Proof Consider a coordinate system such that the side AB 
is contained in the diagonal and A = (0,0) and the prod­
uct [0,1] x [0,1] is equal to the parallelogram ABeD. Now, 
extend the function f to a continuous function 9 defined by 

g(u, v) = f(u, v) if u ~ v, and g(u, v) = f(v, u) if v ~ u. 
According to the previous Lemma there exist a real number 
d > °and a sequence °= Uo < Ul < < Un < Un+l = 1 such 
that d = g(Ui, Ui+l) for each i = 0, , n. Now, the Corollary 
becomes obvious when we put Qi := (Ui' Ui+l) . 0 

6. Axiom of Uniqueness 

A simplicial structure F on X satisfies the axiom of uniqueness 
if for each pair of simplices O'i : [Pt, ...,p~] for i = 1, 2, the 
following equality holds 

whenever 

where 
eo = (1,0, ,0), el = (O,l,O, ... ,O), ... ,en = (0, ... ,0,1) 
and li : [eo, , en] ~ [Pb, ... ,p~] is the unique linear homeo­
morphism induced by the vertex maps li(ej) = P~; i = 1,2; j = 
0, ... ,no 

Example 3. 
1. Let £ be the affine simplicial structure, described in Ex­
ample 2, on a convex subset of linear topological space. It is 
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obvious that £ satisfies the axiom of uniqueness. 
2. Now, let (X, T, F) be a topological simplicial structure for 
which the axiom of uniqueness holds and let f : X ~ Y be a 
continuous one-to-one map onto Y. The family of maps of the 
form f 0 0", where 0" E F, is a simplicial structure on Y which 
preserves the axiom of uniqueness. 

The following theorem is a first step to provide a natural 
and intrinsic characterization of metric spaces with simplicial 
structures where the axiom of uniqueness holds. 

Theorem 6.1. Let Y be a subspace of a space X with simpli­
cial structure :F being locally convex and satisfying the axiom 
of uniqueness and let r : U ----t Y be a retraction from an open 
set U, Y cUe X, (i.e., r is continuous and r(x) = x for 
each x E Y). Then the family 9 of all maps of the form roO", 
where 0" E F and vert 0" C Y, is a simplicial locally convex 
structure with the axiom of uniqueness. 

Moreover, if in addition, U = X and:F is convex then 9 is 
convex, too. 

Proof First let us check that g satisfies the axiom of unique­
ness. Fix O"i : [Pb, ... ,p~] ----7 X, O"i E F for i = 1,2, with 
vert (Ji C Y and let li : [eo, ... , en] ----t [Pt, ... ,p~] be affine 
maps such that (r 0 0'1 0 ll)(ej) = (r 0 0'2 0 l2)(ej) for each 
j = 0, ... , n. Since r(x) = x for each x E Y, we infer that 
(0"1 0 ll)(ej) = (a2 0 l2)(ej). By the axiom of uniqueness we 
have; 0"1 0 II = a2 0 l2 and hence r 0 0"1 0 II = r 0 (J2 0 l2. 

Next we shall show that 9 is locally convex. Fix x E Y and 
its open neighbourhood Wx C X. Since r is continuous there 
is an open set Ux C X; x E Ux C Wx , such that r(Ux ) C Wx • 

Choose an open set Vx C X; x E Vx C Ux , which satisfies 
the conditions (a) and (b) of definition of local convexity at x. 
Now, let 0" E F with vert 0" C Y be such that vert(roa) C Vx . 



230 Wladyslaw Kulpa 

It is clear that vert (j C Vx and according to the condition (b); 
im (j C Ux , and in consequence we have im(r 0 (j) C W x • 

If we assume that F is convex and U = X then it is obvious 
that G must be convex. 0 

Remarks. 
1. From the above lemma it follows that each each retract of a 
normed space has a convex locally convex simplicial structure 
satisfying the axiom of uniqueness. 
2. In fact, we have proved that a continuous closed map f pre­
serves local convexity at each point y such that 
If-1 (y) n YI = 1. 

Let us put B(x, f) := {y EX: p(x, y) < E}, where (X, p) 
is a metric space, A C X and E > O. 

For a singular simplex (j : [Po, . .. ,Pn] C Y denote; vert dom 
(j := {Po, ... ,Pn}. 

Lemma 6.2. Let A be a non-empty closed subset of a metric 
space (X, p). Then there exists a family {Us, as : s E S} (called 
a Dugundji system for A ) such that {Us : s E S} is locally 
finite open covering of X \ A, as E A, and for each a E A, S E 

S, E > 0 the following implication holds; 
(D) Us n B(a, E) =F 0 implies as E B(a, 5f). 

Proof Let {Us: S E S} be a locally finite open covering of 
X \ A which refines the covering {B(x, r(x)) : x E X \ A}, 
where r(x) = ~d(x, A). For each S E S choose X s E X \ A and 
as E A such that Us c B(xs,r(xs)) and p(xs' as) < 3r(xs). 

To show that (D) holds, fix b E Us n B(a, E). Then 
2r(xs ) < p(xs ' a) :::; p(xs' b) + p(b, a) < r(xs) + €, and hence 
r(xs ) < E. 

On the other hand 
p(as' a) :::; p(as,xs)+p(xs,b) +p(b, a) < 3r(xs)+r(xs)+E:::; 5E. 
D 
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The Dugundji Extension Theorem. Let A be a non-empty 
closed subset of a metric space (X, p) and let (Y, T, F) be a 
topological simplicial space satisfying the axiom of uniqueness. 
Assume that f : A ~ Y is a continuous map such that Y 
is locally convex at each point y E j(8A). Then there exist an 
open set U C X and a continuous map F : U ~ Y such that 
A c U and FIA = f. 

Moreover, if in addition, Y is convex, then U = X. 

Proof. Let {Us, as : s E S} be a Dugundji system for A. De­
fine a partition of unity {cPs: s E S} on X \ A subordinated 
to {Us: s E S} ; 

¢s(x) "= d(x,X \ Us) x E X \ A 
. EtES d(Xt, X \ Ut ) 

Let q> be the family of all pairs (~a) with the following 
properties: 
(1) W c X\A is an open set such that Sw:= {s E S: 
W n Us =I 0} is finite, 
(2) a E F is a singular simplex with vert a = {f(as ) : s E 

Sw}. 
Next for each pair Q = (W, a) E (P define a continuous map 
Fa : X \ A ~ Y as a composition of two maps 
X\A~dama~Y: 

Fat := 0-( 2: ¢s(x) · Ps) 
sESw 

where Ps E vert dam a and a(ps) = f(as). 

Fix Qi = (Wi,O"i) E q, for i = 1, 2, and let us put W := 
WI n W2 . We shall verify that 
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It is clear that Sw c SWI nSW2. Arrange Sw into the sequence; 
Sw = {so, ... ,Sk}, and define linear maps li : [eo, ... ,ek] ----+ 

[p~o' ... ,P~k] C dom ai, where P~j Evert dom ai and ai(p~j) = 
!(aSj ) for i = 1,2 and j = O, ... ,k. 

The axiom of uniqueness; al 0 II = 0'2 0 l2 and ¢-;1 (0, 1] C Us 
imply that for each x E W we have; 

Fa1 (x) = 0"1 ( L cPsj(x)· p~) 
SjESw 

= 0"1( L cPsj · h(ej)) 
SjESW 

= (0"1 0 h)( L cPsj(x)· ej) 
SjESw 

= (0"2 0 l2)( L cPsj(x)· ej) 
SjESw 

= 0"2( L cPsj(x) ,Z2(ej)) 
SjESw 

= 0"2( L cPsj(x)· p;) 
SjESw 

= Fo:2 (x). 

Now, define U:= U{W : (W, a) E <P} uA and F: U ----+ Y; 

F(x) := {f(X) if x E A 
Fo:(x) if xEU\A 

where Q = (W,a) E <P and x E W. 

The map F is well-defined because it does not depend on 
the choice of Q. 

To complete the proof it suffices to check that U is an open 
neighbourhood of A and that F is continuous at each point 
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a E 8A belonging to tIle boundary of A. 

Fix a E 8A and an open neighbourhood G c Y of f(a). 
Since Y is locally convex at f (a) hence there exists an open 
set H; f (a) E H c G, satisfying the conditions of local con­
vexity; 
(a) for each finite subset F c H there exists a E F such that 
vert a = F, and 
(b) for each a E F; vert a C H ==> im a C G. 

Choose f > 0 such that f(B(a,5f)) C H. Now, fix x E 

B(a, €) and let W be an open set; x EWe B(a, E), such that 
Sw = {s E S : W n Us =I 0} is finite. Since {Us, as : s E S} is 
a Dugundji system we infer that for each s E S; 

Us n B(a, f) =I 0 implies f(as) E H 

From the above it follows that F := {f(as ) : s E S} c H. 
In view of the condition (a) there exists a E F such that 
vert a = F cHand by (b); im a C G. Thus Q = (W,a) is an 
element of <P and F(x) = Fa(x) E im a C G. 

In fact, we have proved that x E B(a, €) C U and F(B(a, f)) 
C G. This proves that U is an open neighbourhood of A and 
that F is continuous. By definition of U it is clear that in the 
case when X is convex the equality X = U holds. 0 

According to the Arens-Eells theorem each metric space 
(X, p) can be isometrically embedded as a closed subset in a 
normed linear space. In view of this theorem, our Theorem and 
the Dugundji Extension Theorem just proved, give together, a 
characterization of ANR and AR-spaces (cf. Borsuk [2]) in the 
class of metric spaces in terms of notions of simplicial struc­
tures; 
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ANR locally convex with the axiom of uniqueness metric 
simplicial space, 

AR = convex, locally convex with the axiom of uniquenss 
metric simplicial space. 

Problem. Find an example of a compact metric space which 
has a convex locally convex simplicial structure, but which 
has no convex locally convex structure satisfying the axiom of 
uniqueness. 

In 1975 Roberts [11] constructed an interesting class of met­
ric compact convex sets which are non-locally convex. Some 
of them have the AR-property (cf.[9]). Thus from our results 
it follows that there exists a metric compact convex and non­
locally convex set which has convex and and locally convex 
simplicial structure. 
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