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ABsTRACT. Suppose that {X,F} is an inverse sequence where, for
eachi € N, F; : X;11 — 2%i is upper semi-continuous, and suppose
that p is a point of the inverse limit of this inverse sequence. We
show that p is an endpoint of @F provided that for infinitely
many n € N, (p1,...,pn) is an endpoint of I', = {x € []i; X; :
z; € Fi(x41) for 1 <i < n}.

Additionally, in the special case that each bonding function has
its inverse equal to the union of mappings, we show that p is an
endpoint of lim F if and only if (p1,...,pn) is an endpoint of 'y, for
all n € N. V\Fshow some examples of how this characterization of
endpoints of an inverse limit may be used to show that two inverse
limits are not homeomorphic.

We also demonstrate how these results may be applied to inverse
limits with continuous, single-valued bonding functions.

INTRODUCTION

We begin with some definitions for the terms used in this paper.

A compactum is a non-empty, compact metric space. A continuum is
a connected compactum. A continuum which is a subset of a compactum
X is called a subcontinuum of X.

A point p in a compactum X is called an endpoint of X if, for any
two subcontinua H and K of X which both contain p, either H C K or
KCH.

Given a compactum X, we define 2% to be the space consisting of all
non-empty, compact subsets of X. Given a function F : X — 2Y, we
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define its graph to be the set
I(F) ={(z,y) : y € F(2)}.

It was shown in [12] that F' is upper semi-continuous if and only if T'(F)
is closed in X x Y.

Let X be a sequence of compacta, and let F be a sequence of upper
semi-continuous functions such that for each i € N, F; : X;11 — 2%,
Then the pair {X,F} is called an inverse sequence. The inverse limit of
the inverse sequence is the set

o0
ILHF = {X S HXZ T € Fi(xi—i-l) for all i € N}
i=1
(In this paper, sequences—both finite and infinite—are written in bold
and their terms are written in italics.) The terms of the sequence X are
called the factor spaces, and the terms of the sequence F are called the
bonding functions.
Given an inverse sequence {X,F} and n € N, we define

r,={xe HXi cx; € Fy(miyq) for 1 <i < n}.
i=1

Also, for each n € N, we define projection mappings

T * @F — X, and 7y ) ]&nF — Iy

by 7,(x) = 2y, and 7y ) (x) = (21,...,2,).

Finally, given a compactum X and an upper semi-continuous function
F: X — 2% there is a naturally induced inverse sequence {X,F} where,
foreachi € N, X; = X and F; = F.

Endpoints of inverse limits have been studied a great deal in the past.
In the classical setting, inverse sequences were defined to be a pair {X, f}
where for each i € N, f; : X;41 — X; is continuous. Much has been
written concerning endpoints of classical inverse limits. In [5], Marcy
Barge and Joe Martin gave a characterization of endpoints of inverse limits
with a single continuous bonding function on [0, 1]. They also showed that
the study of endpoints of the inverse limit can be related to the study of
the dynamics of the function. Since then, there have been many more
results concerning endpoints and other characterizations (see [1]- [3], [7]-
[9], and [13]). These have all been in the case of a single bonding function
on [0,1], and most of them focus on unimodal functions.

One of the main reasons endpoints of inverse limit spaces are stud-
ied is that endpoints are a topological invariant, so they can be used
to show that two inverse limit spaces are not homeomorphic. William
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Thomas Watkins used this in his classification of the inverse limits of cer-
tain piecewise linear open functions in [22], and the study of endpoints
played a large role in the work leading to the proof of the Ingram Con-
jecture which was ultimately proven in [4].

In 2004 William S. Mahavier and in 2006 W. T. Ingram and Mahavier
began the study of inverse limits with upper semi-continuous set-valued
functions (see [19], [12]). In this paper, we will discuss endpoints of these
more general inverse limits. Specifically, we will show in Theorem 1.2,
that if {X,F} is an inverse sequence and p € @F, then if (p1,...,pn)
is an endpoint of I',, for infinitely many n € N, it follows that p is an
endpoint of lim F. This will bring us to our main theorem which we state
here. (It is proven in Theorem 1.3.)

Theorem. Let {X,F} be an inverse sequence. Suppose that for each
1 € N there exists a collection, {fo(f) 0 X = Xit1}aea,, of continuous

functions such that
rEhy=Jr (f;“) .
a€A;

Then for every p € yLnF, the following are equivalent.

(1) p is an endpoint ofyLnF.
(2) (p1,-..,pn) is an endpoint of T, for infinitely many n € N.
(3) (p1,-..,pn) is an endpoint of Ty, for allm € N.

Thus, we have a characterization of endpoints for the inverse limit of
a certain type of upper semi-continuous set-valued functions. In partic-
ular, irreducible functions (as defined in [16]) are the inverse of a union
of mappings, so this characterization applies to their inverse limits. We
use this in Example 1.4 to show that four particular irreducible functions
have topologically distinct inverse limits by showing that their respective
sets of endpoints have different cardinalities. More generally, this charac-
terization of endpoints is used in [14] to help classify the inverse limits of
multiple families of irreducible functions.

In section 2, we discuss some applications of this characterization to
classical inverse limits and dynamical systems. Finally, in section 3, al-
ternate definitions for endpoint are discussed, and the author leaves as an
open question whether or not the main theorem would still hold under
these alternate definitions.

1. ENDPOINTS OF INVERSE LIMITS

In this section, we give the proofs of our main results. We begin with
the following lemma.
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Lemma 1.1. Let {X,F} be an inverse sequence. Let H and K be closed
sets in @F If for alln € N, 7y ) (H) C 71 ) (K), then H C K.

Proof. Let x € H. Then, for each n € N, 7y ,(x) € 7 n(H) C
T,n)(K). Therefore, for each n € N, there exists a point y(n) € K
such that 7y ) (y(n)) = 71,,)(x). It follows that y(n) — x as n — oo, so
since K is closed, and each y(n) € K, we have that x € K. O

This brings us to the following result which gives a sufficient condition
for a point of the inverse limit space to be an endpoint.

Theorem 1.2. Let {X,F} be an inverse sequence. For any point p €
@F, if m1,n)(P) s an endpoint of T'y, for infinitely many n € N, then p
18 an endpoint OfyLnF.

Proof. Let H/ K C I&nF be two continua, each containing p. We will
show that either 7y ,,)(H) C 71 5 (K) or 7y ) (K) € 7y ) (H) will hold
for all n € N.

Let n € N such that 7 ,)(p) is an endpoint of T',,. Note that each of
T1,n) (H) and 71 ,)(K) is a subcontinuum of I',, containing 71 (), so
either 71, (H) € 71,5 (K) or w1 ) (K) € w1 ) (H).

Hence, for all n € N for which 7}, ,)(p) is an endpoint of I',,, we have
that the continua 7y ,)(H) and 7y ,(K) are nested. Since there are
infinitely many such n € N, it follows that either 7y ) (H) C 771 ) (K) for
infinitely many n € N, or 7y ,j(K) C 7y ) (H) for infinitely many n € N.

Now, note that if, for some N € N, 7y nj(H) € 71 n)(K), then
) (H) C 7 (K) for all n < N. Therefore, if mpy ) (H) € mpy ) (K)
holds for infinitely many n € N, then it holds for all n € N. Likewise, if
T(1,n) (K) € 71,0 (H) holds for infinitely many n € N, then it holds for all
n € N.

It follows then from Lemma 1.1 that either H C K or K C H. There-
fore, p is an endpoint of l&nF O

The main result of this paper deals with the special case where each
bonding function is the inverse of a union of maps. In this case, we have
a characterization of the endpoints of the inverse limit.

Theorem 1.3. Let {X,F} be an inverse sequence. Suppose that, for each
1 € N, there exists a collection {fc(f) 0 Xi = Xit1}aea, of continuous

functions such that
Py = U ().
a€cA;

Then for every p € yLnF, the following are equivalent.
(1) p is an endpoint ofl'&nF.
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(2) T1,n)(P) is an endpoint of T'y, for infinitely many n € N.
(3) T1.m)(P) is an endpoint of I'y, for all m € N.

Proof. Clearly, (3) implies (2), and by Theorem 1.2, (2) implies (1). Thus,
we must only show that (1) implies (3).

We will show that the negation of (3) implies the negation of (1).
Suppose that p € lim F and there exists an n € N such that 7 ,,(p) is
not an endpoint of I';,. Then there exist two continua H, K C I',, such
that 7 »)(p) € H N K, and neither H nor K is contained in the other.

By assumption, for each i € N and each x € X,

Fi@) = | Q).
a€A;
Thus, since for each ¢ € N, p; 1 € F[l(pi), there exists a sequence (a;)5°,
with a; € A; such that p; 41 = f((;l) (pi) for all i € N. Define two sets H
and K by

H = {x:(z;), €H, and z;,, = féf) (x;) for i > n} and
K = {x:(z), €K, and 2, = fo(fl)(xz) for i > n}.

Then each of H and K is a subcontinuum of lim F, each contains p,
and neither is contained in the other. Therefore, p is not an endpoint of
@F. O

‘We conclude this section with an example in which we use Theorem 1.3
to show that different inverse limits are not homeomorphic. The inverse
limits of F'; G, ®, and ¥ (pictured in figures 1, 2, 3, and 4, respectively)
have many properties in common with each other. In particular, it follows
from a result of Scott Varagona, [21, Theorem 3.2], that the inverse limit
of each of these functions is an indecomposable continuum. Ingram shows
in [11, Example 5.4] that the inverse limit of ® is chainable, and it follows
from [15, Theorem 4.5] that each one of these functions has a chainable
inverse limit.

However, we show in the following example that each inverse limit has
a different number of endpoints, so no two of I'AnF7 @G, @@, and
@ W are homeomorphic.

Example 1.4. Let F', G, &, and ¥ be the upper semi-continuous set-
valued functions pictured in figures 1, 2, 3, and 4, respectively. Then 1&1 F
has exactly one endpoint, lim G has exactly two endpoints, lim ® has
countably many endpoints, and @ W has uncountably many endpoints.
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1 1

00 1 O0 1
FIGURE 1. F FIGURE 2. G

1 1

O0 1 OO 1
FIGURE 3. ® FIGURE 4. ¥

Proof. First, we claim that for any n € N and any of the four functions
discussed in Example 1.4, the endpoints of I',, are precisely those points
which are also in {0,1}".

We prove the claim for ® (Figure 3). The proofs for the other three
functions are similar.

Define a sequence (¢;)$2; of continuous functions as follows: For all
i € N ; :[0,1] = [0,1] such that if 7 is odd, then the graph of ¢; is the
straight line joining (1,1/2¢71) and (0,1/2%), and if i is even, then the
graph of ¢; is the straight line joining (0,1/2°~!) and (1,1/2%). Also, let
©o : [0,1] — [0,1] be the function given by po(x) = 0 for all z € [0,1].
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Then we have that
L(@) = Jr(g).
i=0

For each n € N, let E, be the set of endpoints of I',,. Note that
'y =[0,1] and E; = {0,1}. Proceeding by induction, suppose that for
somen € N, E, =T, n{0,1}"™.

We show that E,+1 C {0,1}""! by showing that I',,41 \ {0,1}"*! C
Typi1 \ Eng1. Let p € Tpyq \ {0,137 If (p1,...,pn) is not in {0,1}7,
then by the induction hypothesis, it is not an endpoint of I',,, and thus,
p is not an endpoint of I';, 1.

If (p1,...,pn) isin {0, 1}"™, then we have that p,11 ¢ {0,1}. Note that
since

r@) = Jr (e,
=0

we have that p,+1 = ;(pn) for some i € N. In fact, since p,, is in {0,1}
while p,,41 is not, there exists i € N such that p,+1 = ¢i(pn) = Vi+1(Pn)-
Let

A = {x€e€Tl,i1:xpp1 = pi(z,)} and
Ay = {x€lut1:Tot1 = ir1(za)}

Each of these is a continuum containing p, but neither is a subset of the
other. Thus, p is not an endpoint of I';, ;.

Next, we show that {0, 1}" "N, 1 € Euyq1. Let p € {0,1}"7NT,4.
Then, in particular, (p1,...,p,) € {0,1}", so it is an endpoint of T',,.

Ingram showed in [11, Example 5.4] that the point (1,...,1) is an
endpoint of I';, 1. Since this is the only point in I';, 41 for which z, 11 =1,
we need only to consider the case where p,4+1 = 0. Let

Ag={x€T,y1:2Tpnt1 =0}.

Note that A is homeomorphic to I';, by way of the projection map 7y
which implies that p is an endpoint of Ag. In [11, Example 5.4|, Ingram
shows that Ay has the following properties:

(1) If K is a subcontinuum of T';, ;1 which intersects Ay and its com-
plement, then K contains Ag.

(2) If K and L are subcontinua of T',, 11, each of which intersects Ag,
then either K C LU Ag or L C K U Ap.

It follows from these properties and the fact that p is an endpoint of
Ap that p is an endpoint of I',,+1. This proves the claim for ®.

It then follows from Theorem 1.3 that for each of the inverse limits
under consideration, its set of endpoints is equal to its intersection with
{0,1}". Therefore, to count the endpoints of the respective inverse limits,
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we need only determine which sequences in {0,1}" are elements of each
inverse limit.

Let us first consider F, pictured in Figure 1. Note that F~1(1) contains
neither 0 nor 1, so for any x € @F, if z; = 1 for some i € N, then
xiy1 ¢ {0,1}. Hence, if x € HmF and z; = 1 for some i € N, then
x ¢ {0,1}. Therefore, the only point in {0,1} N IimF, and hence the
only endpoint of l'glF, is (0,0,0,...).

Next, consider G, pictured in Figure 2. Since G(0) = {0} and G(1) =
{1}, the only points in {0,1}¥ N @G are (0,0,0,...) and (1,1,1,...).

Now consider @, pictured in Figure 3. In this case, ®(0) contains both
0 and 1, but ®(1) contains only 1. Thus, if p € @@ N {0,1}Y and, for
some n € N, p, = 0, then p; = 0 for all © > n. However, if for some n € N,
pn = 1, then p, 11 could be either 0 or 1. This implies that @ &n{0, 1}
contains (0,0,0,...), (1,1,1,...), and any point p such that there exists
n € N with p;, = 1 for i < n and p; = 0 for i > n. Honcc,l'gl‘ﬁhas
countably many endpoints.

Finally, we consider ¥, pictured in Figure 4. At a glance, it might seem
as though lim ¥ would have the same number of endpoints as m ®, but
this is not the case. If p € @1\1’ N {0,1}N and p; = 1, then p;1; = 0.
However, if p; = 0, then p;;1 could be either 0 or 1. Thus, @1 {0, 1}
is equal to the set

{x € {0,1}": if for some i € N, x; = 1, then z;,; = O}.

This set contains uncountably many elements. To show this, we will
define an injection from NV into Jm ¥ N {0,1}N. Let h: NN — Jm ¥ N
{0,1}" be defined by setting h(ny,n2,n3,...) equal to the sequence which
begins with a one followed by n; many zeros, which are followed by a one
followed by mo many zeros, which are followed by a one and so on. It
follows that I&H‘I’ has at least as many endpoints as the cardinality of

the set NN which is uncountable. O

In addition to satisfying the requirements Varagona outlined in [21,
Theorem 3.2|, these functions also satisfy the conditions of [17, Theo-
rem 28] and, more generally, the definition of an irreducible function given
in [16, definitions 3.1 & 3.7].

Not every inverse limit of an irreducible function has endpoints, and
for those that do, the sets of endpoints are not necessarily as simple to
determine as they are for the four functions in Example 1.4. However, the
properties these four functions possess which make determining the end-
points of the inverse limits so attainable can be found in a broad class of
irreducible functions. This, in part, is what makes possible a classification
of the inverse limits of certain families of irreducible functions in [14].
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2. APPLICATIONS TO CLASSICAL INVERSE LIMITS
AND DYNAMICAL SYSTEMS

We now consider how Theorem 1.3 may be applied to the special case
where {X, f} is an inverse sequence such that for each i € N, f; : X;41 —
X is continuous. In this case, for each n € N, I';; is homeomorphic to
X,, with the projection mapping as the homeomorphism. Hence, a point
(p1,...,pn) in T, is an endpoint if and only if p,, is an endpoint of X,,.
This makes applying Theorem 1.3 much simpler.

The following theorem is a restatement of Theorem 1.3 in the setting of
classical inverse limits. Note that the additional assumption this theorem
places on each f; (that its inverse is a union of continuous functions) is
satisfied, in particular, if each f; is an open mapping on the unit interval.

Theorem 2.1. Let {X,f} be an inverse sequence where for each i € N,
fi+ Xip1 — X, is continuous. Suppose that for each i € N there exists a

collection {g((f) 1 Xi = Xit1}aca, of continuous functions such that

rgh=Ur (g,(;‘)).

a€A;
Then for every p € @f, the following are equivalent.

(1) p is an endpoint of@f.
(2) pi is an endpoint of X; for infinitely many i € N.
(3) pi is an endpoint of X; for all i € N.

Of particular note is the equivalence of (2) and (3) above. The following
corollary expresses two particular implications of this equivalence.

Corollary 2.2. Let X be a compactum and let f : X — X be continuous.
Suppose that there exists a collection {fo : X — X}aca of continuous
functions such that
L) =UT ).
a€cA

Let E be the set of endpoints of X and suppose that E is non-empty. Then
the following hold.

(1) If for some x € E there exists n € N such that f"(z) = x, then
fi(z) € E for all i € N.
(2) If f*(F) = E for somen € N, then f(E) = E.

Proof. To see that (1) holds, suppose that € F, n € N, and f"(z) =
x. Then the point (z, f*~1(x),..., f(z),z, f*"1(x),...) is an element of
limf. Moreover, infinitely many of this point’s coordinates are equal to x
which is an endpoint of X, so by Theorem 2.1, all of its coordinates must
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be endpoints of X. This implies that fi(z) € E for i =1,...,n — 1, and
hence, fi(z) € E for all i € N.

To prove (2), suppose that f*(E) = E for some n € N and fix 2y € E.
Since f"(E) = E, there exists x; € E such that f"(x1) = z¢. Likewise,
if for some j € N, z; € E has been chosen, then we may choose z;11 € E
with f"(a:j_H) = Zj.

Then consider the point

(f(xO)a 2o, fn_l(xl)a o f(@n), 2, fn_l(xz)a - )

in limf. Infinitely many of its coordinates are endpoints of X, so, by
Theorem 2.1, all of its coordinates must be endpoints of X. In particular,
fr () isin E and f(f""(21)) = 70, so 29 € f(E). Also, f(z0) € E.

Therefore, we have that f(E) C E C f(E), so f(E) = E. O

3. OTHER NOTIONS OF “ENDPOINT”

There are many ways to define what it means for a point (or more
generally a subcontinuum) to lie at the “end” of a continuum. An overview
of some of the ways this has been defined in the past can be found in [6].We
will focus on two particular notions of “endpoint”: A. Lelek’s definition
of an endpoint of an arcwise connected continuum in [18] and Harlan C.
Miller’s definition of a terminal point of a continuum in [20].

Lelek’s definition states that a point p is an endpoint of an arcwise
connected continuum X if p is an endpoint of any arc in X which contains
.

Miller’s definition states that a point p is a terminal point in a con-
tinuum X if every irreducible continuum in X containing p is irreducible
between p and some other point.

Question 3.1. (A) Does Theorem 1.3 hold if we define endpoint as
Lelek does?
(B) Does Theorem 1.3 hold if the word “endpoint” is replaced with
“terminal point” (as defined by Miller)?

We will say that a point which satisfies Lelek’s definition of an endpoint
satisfies Property L and that a point which satisfies Miller’s definition of
a terminal point satisfies Property M.

In the special case discussed in Theorem 1.3 (where each bonding func-
tion has its inverse equal to a union of continuous functions), an argument
similar to the one used in the proof of Theorem 1.3 could be used to show
that if p € @F and 77y ,,)(p) failed to satisfy Property L (Property M)
in I';, for some n € N, then p fails to satisfy Property L (Property M) in

@F.
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It is less clear whether or not 7y ,,)(p) satisfying Property L (Property
M) in '), for infinitely many n € N (or even for all n € N) would imply
that p satisfies Property L (Property M) in @F

We conclude this paper with two examples of functions for which a
statement such as Theorem 1.3 would hold (with either of the alternate
notions of endpoint).

Example 3.2. The function pictured in Figure 5 was discussed in [10,
Example 2.14]. Its inverse limit is a harmonic fan, and for each n >
3, I';, is a simple n-od. Moreover, given a point p in its inverse limit,
p satisfies Property L (Property M) in the inverse limit if and only if
T[1,n)(P) satisfies Property L (Property M) in T, for all n € N.

Example 3.3. The function pictured in Figure 6 was discussed in |10,
Example 2.7]. Its inverse limit is a cone over a Cantor set, and for each
n > 2, I';, is a simple 2"-od. Just as in Example 3.2, in this case too,
the points which satisfy Property L (Property M) in the inverse limit are
precisely those points whose projections satisfy Property L (Property M)
inT,,.

1 1
0 0
0 1 0 1
FIGURE 5 FIGURE 6
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