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ABsTRACT. Generalised inverse limits were introduced in 2006 by
Ingram and Mahavier as a generalisation of the classical notion
of inverse limit of an inverse system of topological spaces. There
followed a rather intensive period of research on the subject with
many results established, some of which are direct generalisations
of classical results, and others that attest more to the differences
between the classical and the generalised notions. It is well-known
that inverse limits of spaces are precisely categorical limits in the
category of spaces and continuous functions. It is also known that
generalised inverse limits are not limits in the category of spaces
and upper semicontinuous multivalued functions. In this work we
present a categorical extension of the notion of limit in a category
to what we call Mahavier limit. We show that the new concept is
a generalisation of categorical limit, and that generalised inverse
limits of spaces are precisely Mahavier limits in the category of
spaces and upper semicontinuous multivalued functions. Founda-
tional categorical tools are extended to the new setting, which are
then applied to topological spaces to obtain results regarding a
subsequence theorem and mapping theorems.

1. INTRODUCTION

Motivated by an ongoing stream of results directly influenced by work
of Mahavier and Ingram that started a decade ago, we develop a general-
isation of the notion of categorical limit which extends the link between
category theory and inverse limits in topology. We present some fun-
damental category theoretic results for these new limits, and we employ
categorical techniques to obtain results about generalised inverse limits of
topological spaces. Why we find the link with category theory important
is briefly outlined below, followed by more details on the main results.
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Generalised inverse limits arise when one considers diagrams of spaces
with multivalued functions between them rather than single-valued func-
tions. The definition is not given in terms of a universal property, but
rather as an ad-hoc adaptation of the classical construction of inverse
limits in the category Top of topological spaces. The fundamentals are
reviewed in detail in Section 2 below. We mention here just one difference
between the classical theory of inverse limits and this generalisation of it,
namely the subsequence theorem. Intuitively, the subsequence theorem
states that the inverse limit of an inverse sequence of spaces is homeomor-
phic to the inverse limit computed out of any subsequence of the given
inverse system. The subsequence theorem is a property of all classical
inverse limits, and in fact is a consequence of a well-known categorical
result regarding final functors. In contrast, the subsequence theorem fails
dramatically for the notion of generalised inverse limits for nearly all in-
verse systems of spaces with multivalued functions. In particular, it is
thus implied that any categorical framework in which the subsequence
theorem holds cannot fully capture the notion of generalised inverse lim-
its. This explains, for instance, the difficulties encountered in the early
attempt [4] for a categorical approach.

We mention here the independently developed formalism presented in
[42], a formalism subsumed by the formalism we develop below. The re-
sults presented in [42] are, just like our results, geared toward generalised
inverse limits in topology, and yet there is little overlap between the two
articles, attesting to the richness of the categorical framework. We fur-
ther mention [61], where the notion of Mahavier completeness is studied.
In particular, in such complete categories the precise difference between
the ordinary notion of limit and the generalised notion is quantified in
terms of classifying diagrams. As far as content is concerned, the present
work and [61] are perpendicular, each offering a different perspective on
the relationship between classical category theory and the extension of
it that we propose. Finally, we mention [37], where the authors study a
particular kind of 2-categorical limit. Interestingly, even though the mo-
tivations are disjoint, some aspects are shared among the two approaches.
However, either by inspection or by noting that the Lack-Shulman for-
malism supports the subsequence theorem, the notion of Mahavier limit
we study is not subsumed under the results of [37], nor is it the other
way around. In slight more detail, utilising the language used in [37],
the notion of F-enriched category corresponds well with our notion of
order extension, giving rise to notions of tight and loose morphisms. The
idea of [37] is to consider diagrams with a portion required to be tight.
The corresponding notion of limit is then required to have corresponding
tightness of a certain portion of its projections so that the tightness in
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the diagram is correlated with the tightness of the projections. If our
approach is phrased using similar terms, then the diagrams we consider
do not have any tight portions, but all of the projections in our notion
of limit are required to be tight. A more detailed comparison with [37] is
beyond the scope of this work.

1.1. Motivation for a categorical approach. It is, of course, very
common to study a space (or other structures) by exhibiting the space
as the (essentially) unique solution of a problem stated in terms of sim-
pler spaces, and then study the simpler spaces together with the dy-
namics of the problem whose solution defines the space. In topology,
and particularly in compactum theory, exhibiting a space as the inverse
limit of a sequence of spaces, or of spaces indexed by a directed set, is
a well-established technique with more successes than can effectively be
recounted here. General information on inverse limits in topology, which
appeared first in the work of Alexandrov in 1926 and further developed by
Lefschetz in 1952, can be found in [46]. An informative short discussion
of inverse limits in the context of continua theory can be found in the
introduction of [27].

Inverse limits are also ubiquitous outside of topology, for instance
the p-adic integers are the inverse limit of the cyclic groups Z/p™ - Z.
The common generalisation which embodies all examples of inverse lim-
its under a single unifying formalism is the notion of limit in a category.
The formalism of category theory, developed in 1945 by Eilenberg and
Mac Lane, addressed pressing issues in topology, primarily homology,
where category theory became an arguably invaluable language. Within
just a few decades the language of category theory was used to unify and
to simplify ideas and results in many areas, and here we only mention
[8] for a very elegant exposition of inverse systems and entropy from the
category theoretic point-of-view applied to ergodic theory.

The notion of limit in a category can be seen as a way of constructing
new objects from given objects and relationships among them by means of
the universal property. In more detail, one considers a diagram of objects
and morphisms in the given category and asks for a single object that
represents the entire diagram. The precise meaning of what it means
for an object to represent the diagram is the content of the definition
of the universal property. As already stated, this notion of categorical
limit captures precisely the various notions of inverse limits of inverse
systems in, among others, topology. From a point-of-view that values both
topology and category theory, such a formulation of inverse limits allows
one to distinguish between properties of inverse limits of, say, compacta,
that are generic as opposed to those that are topological.
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In 2006 Ingram and Mahavier introduced a generalisation of the com-
mon explicit definition of the inverse limit of an inverse system of com-
pacta. The new definition, the result of considering multivalued functions
instead of single-valued functions, is very natural and, quite fascinatingly,
gives rise to highly complicated spaces even from very simple inverse sys-
tems. The elegance and utility of these generalised inverse limits resulted
in a stream of results over the decade of their existence (e.g., the recent
publications [2, 3, 12, 13, 17, 18, 19, 21, 22, 23, 24, 25, 28, 29, 30, 32, 33,
34, 39, 44, 45, 49]). Many similarities, as well as stark differences, between
inverse limits and generalised inverse limits were noted, and the situation
is somewhat a reflection of the state of affairs in topology of the pre cat-
egory theory days, namely numerous results are present, some of which
rely heavily on topology, but some are of a more general flavour, and the
language to pinpoint the difference is missing. The aim of this article is to
fully restore the categorical perspective by showing that while generalised
inverse limits are not limits in the categorical sense, they do correspond,
precisely, to a generalisation of the concept of categorical limit.

1.2. Main results and plan of the paper. Section 2 serves to further
elucidate our motivation and to establish the universal property of gen-
eralised inverse limits (Theorem 2.3), all within the context of topology,
i.e., the classical Ingram-Mahaiver setting of generalised inverse limits.
This section can harmlessly be skipped by an uninterested reader. With
the motivation in place, Section 3 is concerned with developing category-
theoretic machinery. Using ordered categories, the basic setting is that of
what we call an order extension, given in Definition 3.2, within which the
notion of Mahavier limit (Definition 3.6) can be interpreted. A main con-
ceptual result is that Mahavier limits, when interpreted in the category of
topological spaces, are classical inverse limits, while when interpreted in a
suitable order extension Mahavier limits are precisely generalised inverse
limits. An important result is Theorem 3.15, stating that an order exten-
sion admits all small Mahavier limits provided certain conditions are met.
These conditions are verified for topological spaces in Theorem 3.16, thus
proving that generalised inverse limits of any shape exist.

The full generality of Mahavier limits in arbitrary order extensions re-
quires more examples than just one, and thus Section 4 introduces mon-
ads as a convenient manner to obtain order extensions of interest. The
classical setting for topology corresponds then to that obtained by the hy-
perspace monad. Other monads are presented as well, though the main
focus of the article remains grounded in topology. Section 5 is concerned
with extending the usual category theoretic results about functoriality
of limits and canonical morphisms resulting from a change of diagram
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functor to the context of Mahavier limits. When applied to topological
spaces this approach unifies numerous instances in the literature of the
ad-hoc constructions of such mappings. Section 6 addresses the subse-
quence theorem, from a categorical perspective. In particular, we obtain
conditions under which the subsequence theorem holds in an arbitrary or-
der extension of a category, a result whose technical heart is Lemma 6.3.
These conditions are effectively applied to topological spaces to obtain
a solution to the subsequence theorem problem. Section 7 is concerned
with another extension of category theoretic results, regarding limits and
adjunctions, to Mahavier limits. The results are applied to relate the cat-
egories of compacta, topological spaces, and sets in a way useful for the
study of generalised inverse limits of compacta. Finally, Section 8 relays
some concluding remarks.

2. THE UNIVERSAL PROPERTY OF THE INGRAM-MAHAVIER
NOTION OF GENERALISED INVERSE LIMIT OF TOPOLOGICAL
SPACES

The aim of this section is to motivate the general category theoretic
machinery developed in later sections as well as to acquaint the reader
with generalised inverse limits of spaces, and with the classical notion of
limits in category theory. Other than presenting the universal property of
the generalised inverse limit, for the reasons just given, the presentation is
somewhat expository (yet short) and is meant to bring readers of different
backgrounds to a common base line.

Remark 2.1. The same characterisation of generalised inverse limits of
compacta was arrived at, independently, in [42].

The (now classical) notion of generalised inverse limit of an inverse
system of spaces with set-valued bonding functions is a generalisation of
the classical notion of limit of an inverse system of spaces with single-
valued bonding functions, as follows. For simplicity we consider systems
indexed by the natural numbers, postponing full generality to Section 3.
Let Top be the category of topological spaces and continuous functions.
A diagram in Top is a functor 2 — Top, where Z is a small category
which is called the shape of the diagram. When & is the category

n—+1 n 2 1

whose objects are the natural numbers and with a single morphism m — n
for all m,n € N with m > n, a diagram

fn fnfl fl

D X X, X X
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in Top of shape & is called an inverse sequence and it amounts to spaces
{X}nen and continuous functions {f,: Xnt1 — Xn}nen. We denote an
inverse sequence by {fn: Xnt1 = Xn}nen

The inverse limit, or simply the [imit, of an inverse sequence
{fn: Xnt1 = Xn}nen is an object of Top which is defined only up to a
homeomorphism, and it may be described in one of two ways, namely by
an explicit construction or by stating the universal property it satisfies,
and we present both approaches. Explicitly, the inverse limit is repre-
sented by the space X = {(Zn)nen | Tn = fu(®ni1),Vn € N} endowed
with the subspace topology of the product space [], .y Xn. There are
then projection functions 7, : X — X,,, given by (zx)ken — @n, and it is
immediate that m, = f,, o m,41 for all n € N. More generally, any topo-
logical space Y together with continuous functions ¢,,: ¥ — X,,, n € N,
such that

Xpp1 —— X,

N

commutes for all n € N is called a cone to the diagram. In particular,
X above together with the projections {7, }nen is a cone. The universal
property of the limit states that every cone to the diagram factors uniquely
through the limit cone, as expressed in the diagram

fn
Xppyp —— X,

7Tn+,\ %

Vtpn 41 ng(‘p Vn

which in full detail reads as: given any cone {¢,: Y — X, }nen to the
diagram, there exists a unique continuous function ¢: Y — X such that
Yn = Tp 0 @

A limit of a diagram in Top is thus a space X together with a cone
{mn: X — X, }nen which among all cones to the diagram has the univer-
sal property stated above. The object X is then called a limiting object
and the cone {m,: X — X, }nen a limiting cone. It is easily established
that if {7, : X = X, }nen is a limiting cone, X’ is a space, and s: X' — X
is a homeomorphim, then {m, o s: X’ — X, },¢cn is also a limiting cone.
Conversely, if {m,: X — Xp}nen and {7],: X' — X, }nen are limiting
cones to the same diagram, then there exists a unique homeomorphim
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s: X' = X such that

X — X
commutes for all n € N. It is in this precise sense that the limiting object
of a diagram, if it exists, is unique up to a homeomorphism, which itself
is unique if the cones are specified.

The passage to generalised inverse limits is arrived at by allowing
the so called bonding functions f,: Xn+1 — X,, given by the diagram
2 — Top, to be upper semicontinuous set-valued functions. In more de-
tail, consider the functor T': Top — Top where T(X) is the hyperspace
of all non-empty compact subsets of X, endowed with the upper Vietoris
topology (a basis for which is given by the sets Ut = {S € T'(X) | S C U},
as U ranges over the open sets in X)), and on morphisms f: X — Y the
function T'(f): T(X) — T(Y) is the direct image function f_,. By an
upper semicontinuous set-valued function X ~» 'Y is meant a continuous
function X — T'(Y). It is easy to see that this notion of upper semiconti-
nuity coincides with the definition commonly used in the literature (e.g.,
in [26]). A generalised inverse sequence

In fn-1 f2 f1

c oy Xpp1 ey X e s e X e X
is then defined to be spaces {X,}nen and, for each n € N, an upper
semicontinuous set-valued function f,,: X, 11 ~ X,,. Such sequences will
be denoted by {fn: Xnt1 ~ Xn}. The ad-hoc definition of the gener-
alised inverse limit, or simply the generalised limit, of this system is the
space X = {(zp)nen | Tn € fn(znt1),Vn € N} endowed, again, with the
subspace topology of the product. Obviously, it is a generalisation of the
explicit construction of the limit of an inverse sequence presented above,
and the subject of intensive study since its introduction in 2006 in [26]
building upon precursory results presented in [43] in 2004. We complete
the picture now by expressing the universal property of the generalised
inverse limit.

To express a generalised inverse sequence as a diagram, similarly to
how an inverse sequence is a diagram, we construct a suitable category,
the category Top,. In technical terms, the category Top, is the Kleisli
category of the hyperspace monad X — T(X) (see Section 4 for details).
There are several hyperspace monads to choose from, and we consider now
the one with T'(X) the full power set of X, given the upper Vietoris topol-
ogy. The objects of Top; are all topological spaces, and the morphisms
from a space X to a space Y are the continuous functions X — T'(Y),
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namely all upper semicontinuous set-valued functions X ~» Y. For mor-
phisms g: X ~ Y and f:Y ~» Z, the composition fog: X ~ Z is
defined by (f o g)(z) = Uyeg(r) f(y). Identity morphisms idx: X ~ X
are provided by nx : X — T'(X) given by & — {z}. When this category is
restricted to the compact Hausdorff spaces and to closed valued functions,
the result is precisely the category CHU described in [4]. Now, just as an
inverse sequence is a diagram % — Top for a suitable shape category 2,
a generalised inverse sequence is precisely a diagram 2 — Top, of the
same shape. Note that Top, contains an isomorphic copy of Top, namely
the subcategory consisting of all spaces, but only of morphisms X ~+ Y
with |f(z)| = 1, for all z € X, and we consider Top as a subcategory of
Top.

We thus have an inclusion of categories Top C Top,. The category
Top, has a natural ordering on each hom-set, as follows. Given mor-
phisms f,g: X =222 Y in Topy, declare that f < g precisely when
flx) C g(x), for all z € X. Notice that in Top, as a subcategory of
Topy, the ordering relation < is that of equality.

In the presence of an ordering of morphisms in Top, it is natural to
consider weakening the meaning of the commutativity of a triangle

X s ¥

T

Z

of morphisms in Top, from A = go f to h < go f, a condition we call
order commutativity.

Remark 2.2. The authors of [4] refer to this condition as weak com-
mutativity. We note as well that categories in which each hom-set is
enriched with an ordering as above are a particular case of enrichment of
categories, namely Ord-enriched categories where Ord is the category of
ordered sets (often also named Pos). Such enriched categories are used
in aspects of computer science, for instance see [1, 35, 60]. The theory we
develop in the study of Top, as an order enriched category is different
and does not simply fall under the umbrella of enriched category theory.

Notice that in Top, as a subcategory of Top,, the meaning of order
commutativity coincides with commutativity in the usual sense.

By a generalised cone to a generalised sequence {f,: X,11 ~ X, } is
meant a space Y, together with continuous functions ¢, : Y — X, for all
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n € N, such that

fn
b SNTIEVEIE A &

SN

order commutes for all n € N.

Theorem 2.3. For a generalised inverse sequence { fn: Xn+1 ~ Xn}nen,
its generalised limit X = {(x) | ©n € fn(Tnt1),Yn € N} together with
the projections mp,: X — X, given by (z)ren — Zn, have the universal
property described by the diagram

In
Xpt1 iy X

71'7'7/4—\ %

X
Vit Ta, o Vi

Y

which reads as follows. Firstly, X with the projections {mn,: X — X, }nen
is a generalised cone to the diagram. Second, if Y together with continuous
functions {tbn: Y — X, }nen is a generalised cone to the diagram, then
there exists a unique continuous function p: Y — X such that v, = w0,
for alln € N.

Proof. The equality ¢, = m, o ¢ dictates that ©(y) = (¢¥n(y))nen, for
all y € Y, which indeed lands in X, ie., ¥, (y) € fn(¥nt+1(y)), precisely
by the definition of generalised cone, and so one only needs to verify the
continuity of ¢, which is a standard exercise. O

The ad-hoc definition of generalised inverse limit of a generalised se-
quence can now be replaced by a categorical one, as follows. Any gener-
alised cone {Y — X, },en to the diagram which has the above universal
property is called a generalised limiting cone, and the object Y is called a
generalised limiting object. A precise generalisation of the notion of limit
of an inverse sequence in Top. In particular, the generalised inverse limit
too can easily be shown to be defined up to a homeomorphism, which
is unique if the generalised cones are specified. All of these claims, and
more, are proven below. Taking these results as motivation we develop
the theory of Mahavier limits; a theory which specialises both to ordinary
limits and to the above notion of generalised limits, as special cases.
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Remark 2.4. For a function f: X — Y we write f_, for the direct image
of f. For a multivalued function f: X ~~ Y we write f,(S) = {J,cg f(5),
forall S C X.

3. MAHAVIER LIMITS IN ORDERED CATEGORIES

In this section we introduce the main category theoretic machinery, a
generalisation of the ordinary notion of limit in a category, which pro-
vides for a categorical approach to generalised inverse limits of spaces as
presented in Section 2. Following the trend set in [11] we call these more
general limits Mahavier limits. In more detail, the motivating scenario
is the inclusion Top C Top;, where Top; is enriched with an ordering
on morphisms as described in Section 2. Mahavier limits are defined in
any ordered category % relative to a subcategory £, and they reduce to
ordinary categorical limits when % = %. The notion of Mahavier limit
in Topy relative to Top, for various diagram shapes, captures precisely
the notions of generalised inverse limits of spaces one can find in the lit-
erature. Thus, from the categorical point-of-view, we place generalised
inverse limits on an equal footing with ordinary inverse limits, allowing
the development of category theoretic tools to handle formal aspects of
generalised inverse limits, and permitting a seamless translation mech-
anism of ideas across different categories to consider generalised inverse
limits not just of spaces but of any kind of structure at all.

The level of generality we employ, while far greater than is required
to achieve the above topology oriented goal, is quite intuitive and seems
to us to represent an adequate level of generality. Expectedly, we engage
in importing elementary category theoretic results to our setting. In par-
ticular, it is well-known that a category is complete, i.e., it has all small
limits, if it has all small products and equalisers. The main result of
this section is the analogue of that theorem for Mahavier limits, which,
when applied to topological spaces, yields the fact that Top, is Mahavier
complete relative to Top.

Let us fix some basic notational conventions. Recall that a category
is small if its class of objects is a set. Throughout, we adopt the usual
convention of imposing smallness conditions where needed to avoid set-
theoretic difficulties. For more on such size issues the reader is referred
to [40]. We also adopt the convention of using script upper case letters
B, €, D for categories, C' € € to denote objects in a category, and ¢ € €,
or c: C — (" if specifying the domain and codomain is required, for
morphisms in €. €(C,C") denotes the hom-set of all morphisms c¢: C —
C'. The collection of objects of ¥ is denoted by ob(%’), and the collection
of morphisms is denoted by mor(%).
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3.1. Ordered categories. An ordered category is a category € together
with an ordering < on each hom-set €' (C,C"), subject to the condition
that composition is monotone, i.e., if ¢; < ¢} and ca < ¢, then, provided
the compositions exist, ¢; o ca < ¢} o ch. An order functor F: € —
2 between two ordered categories consists of an object part assignment
F: ob(%¢) — ob(2) together with monotone functions F: €(C,C") —
P(FC, FC"), subject to the conditions that F(coc’) < F(c)o F(c'), for all
composable morphisms ¢, ¢’ € €, and that F(id¢) = idpc, for all objects
C € €. We denote the resulting category of all small ordered categories
and order functors by Cat<, where an ordered category is small if its
underlying category is small. Note that an order functor, typically, is not
a functor between the underlying categories.

The full subcategory of Cat< spanned by the discretely ordered cate-
gories, i.e., those where each hom-set is ordered by the equality relation,
is obviously isomorphic to the category Cat, and we thus identify the two.
An ordered subcategory of an ordered category % is a subcategory of its
underlying category, endowed with an ordering on each hom-set so that
it becomes an ordered category, and so that if f < g in %, then f < g in
©.

Definition 3.1. A pair of ordered categories (€, 98), or more simply a
pair B C €, is an ordered category ¥ and an ordered subcategory 2.
A morphism F': (¢,%) — (¢',%') between pairs is an order functor
F: € — €' whose restriction to 4 yields an order functor Z — %'.

We denote the category of pairs of ordered categories and their mor-
phisms by pCat.. The forgetful functor pCat. — Cat<, mapping
(€, P) to €, has a left adjoint given by € +— (%, 1), and a right adjoint
given by € +— (%,%). We identify Cat< as a subcategory of pCat. by
means of the right adjoint. B

In particular, any inclusion of categories 8 C % is a pair, albeit one
where order does not really play any role. The motivating scenario de-
scribed in Section 2 takes place in the pair Top C Top;, where the
hom-sets in Top, are ordered by point wise set inclusion.

The ambient structure required for the definition of Mahavier limits is
given in the following definition.

Definition 3.2. A pair  C € is an order extension if ob(#) = ob(%),
2 is a category, i.e., the ordering on each hom-set Z(B, B’) is by equality,
and if that ordering is precisely the one induced by € (B, B"). We then
say that € is an order extension of A.
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Restating the definition, given a category %, an order extension of it
is an ordered category ¥ obtained from 2, without changing the objects,
by adding morphisms and an ordering on morphisms in such a way that
no distinct morphisms in % become comparable.

Remark 3.3. Within the context of a pair # C ¢, we shall distinguish
notationally between morphisms ~~ belonging to the ambient ordered cat-
egory ¥ and morphisms — emphasised to belong to A.

3.2. Order commutativity and order cones. Utilising the presence
of an ordering on each hom-set in an ordered category %, we declare that
a triangle

C ~onmnnfonnnrnronsy O

BN

of morphisms in € is order commutative if ¢’ < co . Note that, quite
trivially, if % is a category, i.e., the ordering on each hom-set is the equal-
ity relation, then order commutativity and commutativity coincide.

Let Z be a category and % an ordered category. An order diagram in
% of shape Z is an order functor F': 2 — . The order diagram is small
if 2 is small.

Example 3.4. Consider the ordered category Top,. As noted in Sec-
tion 2, a generalised inverse sequence is a functor ¥ — Topy for the
shape category

n+1 n 2 1

and since, more generally, if & is a category and % is an ordered category,
then any functor 2 — % is also an order functor, generalised inverse
sequences of spaces as considered in Section 2 are order diagrams of shape
2 in the ordered category Topp. The converse does not hold. In more
detail, any directed set A may be viewed as a category (just like any pre-
ordered set can), and then a diagram A — Top, corresponds precisely
to an inverse system of spaces, i.e., spaces {X)}xea and for all A >
in A, an upper semicontinuous set-valued function f,, x: Xy ~ X, such
that f,, o fux = fux, for all A > p > v, and with f), = idx,. An
order diagram A — Topq consists again of such a family of spaces and
set-valued functions, but the condition on compositions is replaced by
fox € fouo fun, for all X > p > v, where the inclusion is meant point
wise. This notion of order diagram in Top, of the shape of a directed
set A is precisely the notion of generalised inverse system used in [10],
which is the most general type of generalised inverse systems of compacta
studied in the literature.
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Of particular importance to classical generalised inverse limits is the
case where all spaces are compact Hausdorff, and the bonding functions
are required to be upper semicontinuous and closed valued. Let Comp
be the full subcategory of Top spanned by the compacta, and let Compp
be the order subcategory of Top, consisting of all compacta and only the
closed valued morphisms, with hom-set orderings inherited from Top.
Then Comp C Comp, is an order extension and it accommodates dia-
grams of compacta along the same lines as in the preceding paragraph.

Definition 3.5. Let 28 C % be an order extension, and F': ¥ — % an
order diagram. An order cone to F' relative to 9 consists of an object
B € % and morphisms {¢)p: B — FD}pecg in % subject to the condition
that the triangle

FD s FD/

DN

order commutes for all d: D — D’ in 2. When % is understood we
simply say order cone. Obviously, when &£ is a category, order cones in
A relative to Z coincide with cones in & in the usual sense.

3.3. Mahavier limits. We now give the definition of Mahavier limit in
an order extension by means of a universal property which, when com-
pared to the usual one in the definition of categorical limits, requires no
explanation. When applied to the order extension Comp C Comp,
of compacta and closed valued upper semicontinuous functions we note
some similarities between our approach and [5, 4], though the latter do
not obtain a universal property characterisation, and consequently their
results and techniques are quite different than what follows below. The
concept of Mahavier limit in Compy relative to Comp is precisely the
notion of limit presented in [42].
Fix an order extension 4 C ¥ .

Definition 3.6. Given an order diagram F: 9 — %, a Mahavier limit
of the diagram is depicted as

FD —nElonvonons FD
Yip 314 Vi

VB’
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where {rp: B — FD}pecg is an order cone to the diagram relative to #
and such that for any other order cone {¢)p: B" — FD}pegy relative to
A to the same order diagram, there exists a unique morphism ¢: B’ — B
in & with ¢yp = wp o, for all D € 9.

We then call B a Mahavier limiting object of the diagram, and its cor-
responding order cone a Mahavier limiting cone. We denote any Mahavier
limiting object by ]&ng F, or by @M F if & is understood.

The usual basic facts regarding the extent to which limiting objects in
the usual sense are unique carry over seamlessly to Mahavier limits, as
follows.

Theorem 3.7. Let F: 9 — € be an order diagram. If {mrp: B —
FD}peg is a Mahavier limiting cone of F, and s: B’ — B is an isomor-
phism in B, then {rp os: B' — FD}pecgy is also a Mahavier limiting
cone of F. Moreover, if {mrp: B — FD}pecy and {ny: B' - FD}pcgy
are Mahavier limiting cones to the same order diagram F', then there ex-
ists a unique isomorphism s: B — B’ in B for which mp = 1y o s, for
all D € 2. In particular, any two Mahavier limiting objects of a given
order diagram are isomorphic in B, and canonically so if the Mahavier
limiting cones are specified.

Proof. The first claim is trivial. The claim about B and B’ follows by
noting that unique morphisms ¢1: B — B’ and p9: B’ — B in % exist
by the universal property, and that both the identity and ¢ o @9 factorise
the same order cone, and thus are equal. Similarly, 501 is the identity,
and so p1: B — B’ is an isomorphism. g

Example 3.8. It is easily verified that for a category % ordinary cate-
gorical limits in & coincide with Mahavier limits in Z relative to 4, and
thus the theory of Mahavier limits extends that of ordinary categorical
limits. Moreover, Mahavier limits in a pair & C % of categories, viewed
trivially as an order extension, is precisely the notion of relative limit used
in [59].

Example 3.9. Consider again the order extension Top C Top,. It is
obvious that the material presented in Section 2 can now be summarised
as the claim that generalised inverse limits of generalised inverse sequences
in Top are Mahavier limits in Topp relative to Top. Continuing Exam-
ple 3.4, Mahavier limits in Topq relative to Top of shape A for a directed
set A encompass the most general notions of generalised inverse limits of
generalised inverse systems found in the literature, including both inverse
systems indexed by various structures (e.g., [58] and [57] for inverse sys-
tems indexed by the integers and, respectively, by totally ordered sets) as
well as inverse systems with weaker conditions on the bonding functions
as in [10].
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3.4. Mahavier equalisers. Equalisers in category theory, namely limits
of diagrams of the form f,g: C —= C’ , play an important role in the
general theory. We now briefly look at Mahavier equalisers, i.e., Mahavier
limits of order diagrams of the form f,g: C 222 €’ in an arbitrary
order extension # C ¥. By definition, such a Mahavier equaliser is
e2
EZ%, ¢ j o

where eq, e5 are universal with respect to the property that e; < foe; and
ea < goey. Note that e; need not determine e;. The situation becomes
simpler if one of the two parallel morphisms, say g, is in 4, since then
the condition es < goej reduces to es = goeq, and so ey is redundant. In

other words, for mized parallel morphisms f,g: C =% C' a Mahavier
equaliser consists of

E%C%;C’

with goe < f oe, with the usual statement of universality with respect
to that condition.

Recall again the order extensions Top C Top; of topological spaces
and Comp C Compy of compact Hausdorff spaces and closed valued
functions.

Proposition 3.10. All mized parallel morphisms
X %; Y

in Top, (respectively Compy ) have Mahavier equalisers relative to Top
(respectively Comp ).

Proof. The equaliser is given by E = {x € X | g(z) € f(x)}, as a subspace
of X, as we now verify the universal property for the inclusione: F — X.
By the identification of Top as a subcategory of Top,, we have that
(goe)(xz) = {g(x)} and that (f oe)(x) = f(x), and thus goe < foe.
Now, if W is any space and r7: W — X a continuous function satisfying
gor < for, namely g(r(w)) € f(r(w)), for all w € W, then r lands in
E, and thus factorises uniquely through e.

The above establishes the claim for Top C Top;. To establish the
claim for Comp C Comp it remains to verify that E is in fact an object
in Comp, assuming X is compact Hausdorff and f is closed valued. Since
X is Hausdorfl, so is E. To verify that E is also compact it suffices, since
X is compact and Hausdorff, to show that F is closed in X. Let x € X\ E,
namely g(z) ¢ f(z). As f(z) is closed, and X is compact Hausdorff, and
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thus regular, there exist disjoint open sets V), Vi) € Y with g(x) €
Vy(zy and f(x) C V(). By continuity of g and by upper semicontinuity
of f, there exist open sets Uy, Uy C X with x € U, and g, (U,) C Vo),
and x € Uy and f(Uy) C V). But then 2 € U NU, C X \ E, and
thus F is closed. O

3.5. Max products. Recall that a weak product of objects {B;}ics in
a category £ is an object B together with morphisms {m;: B — B;}ier
such that for any choice of morphisms {f;: B’ — B;}ics, there exists
a (perhaps not unique) morphism g: B’ — B with f; = m; o g, for all
i € I. Such weak products are generally not unique, not even up to iso-
morphism. Weak products appear, for instance, in categorical techniques
in programming semantics and in logic (see, e.g., [47, 51, 52]).

Our motivating example Top, as well as its subcategory Compy,
admit weak products, as follows (for simplicity we only consider binary
products). We only give the details for Comp,. Given compact Haus-
dorff spaces X and Y, the ordinary topological product X x Y, i.e., the
product in Comp, fails to be a product in Comp, for obvious reasons.
However, given morphisms f: Z ~» X and g: Z ~» Y in Compy, the
morphism f x g: Z ~» X x Y, given by z — f(z) x g(z), the topological
product of the closed spaces f(z) and g(z), shows that X x Y with the
canonical projections as a product in Comp, constitute a weak product
in Compy. The same argument holds for any collection of objects, and
in fact the concept of product in an ordered category we develop below
captures more of the close relationship between products in Top and what
we call max products in Top.

For the rest of this discussion let us fix an order extension & C %, and
a collection of objects {C;}icr in €.

Definition 3.11. A maz product relative to % of the collection is an
object C and morphisms {m;: C ~» C;};c1, as in the diagram

C) S O s Oy

:J?\\th Vg
O’ v
f

C//

depicting, for simplicity, the case of just two objects, with the property
that for all objects C’ and morphisms {f;: C' ~ C;};cr, there exists a
morphism h: C’ ~ C such that f; = m;0h, and so that the following holds:
for all objects C”" and morphisms u: C” — C’ in £ and v: C" ~ C in
¢, if mjov<mohou,foralliel,thenv <hou.
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Obviously, a max limit is a weak limit, but more is true. Firstly,
consider, for a given collection {f;: C' ~ C;}icr as above, the set S
of all morphisms h': C' ~» C which satisfy f; = m; o b/, for all i € I.
By taking v = h’ and u = idcr, we see that h is maximal in S with
respect to the ordering in € (C’,C), and in particular, once C' is chosen,
h is unique. Hence the term max product for this concept. Second, the
usual argument shows that if C' and C are both max products for the
same collection of objects, then the respective canonical projections yield
morphisms ¢: C' ~» C and ¢: C ~ C with ide < ¥ 0 ¢, and idg < o1,
a remnant of uniqueness up to isomorphism.

Definition 3.12. For an order extension # C %, we say that products in
2% induce max products in % if whenever {m;: B — B;};cy is a product in
the usual category theoretic sense in 4, the collection {m;: B — B;}icrs
is a max product in 7.

Proposition 3.13. Products in Top (respectively Comp) induce maz
products in Top (respectively Compy ).

Proof. We only give the details for the binary product X x Y in the
compact Hausdorff case. Given morphisms f: Z ~» X and g: Z ~» Y in
Compy, the morphism h: Z ~» X x Y, given by h(z) = f(z) x g(2) is
easily seen to be upper semicontinuous, and it follows that X x Y, with the
canonical projections, is a max product in Compy. Indeed, let W be an
arbitrary compact Hausdorff space, and consider morphisms u: W — Z,
and v: W ~» X xY satisfying mxov < mxohou and my ov < my ohowu. For
allw € W, clearly (mxohou)(w) = f(u(w)) and (my ohou)(w) = g(u(w)),
and thus the conditions become 7x (v(w)) C f(u(w)) and 7y (v(w)) C
g(u(w)). But then v(w) C f(u(w)) x g(u(w)) = h(u(w)) follows at once,
and thus v < h o u, as required. The same argument works for arbitrary
set-indexed products. O

3.6. Completeness. A very useful and foundational fact of category the-
ory is that a category which admits all small products and all equalisers
admits all small limits. We now prove the analogous result for Mahavier
limits.

Definition 3.14. An order extension & C € is Mahavier complete if
every small order diagram 2 — % has a Mahavier limit. We also say
then that € is Mahavier complete relative to 2.

Theorem 3.15. Let B C € be an order extension. If the conditions

o A has all small products;
e products in B induce mazx products in €; and
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e all mized parallel morphisms f,g: C =<2 C' have Mahavier
equalisers relative to B

are satisfied, then € is Mahavier complete relative to 4.

Proof. When % is the trivial extension of 4, i.e., Z = €, the theorem
reduces to the classical categorical result, and the proof below is a rather
straightforward adaptation of the classical proof. So, assume the condi-
tions hold and consider a small order diagram F': ¥ — . Construct the
mixed parallel morphisms f, g in the diagram

1/’D'

FD'
T/ Tﬂ'

DI

FD'

d: D—D'e9

JWD,
FD by FD’

where the product on the left ranges over all objects of &, while the
product on the right ranges over all morphisms of &, and each has its
own canonical projections. The morphism ¢ satisfies 7p 0 g = wp, and
its existence follows by the assumption that the product on the right is a
product in #. The morphism f satisfies 1prof = Fdormp and its existence
follows by the assumption that the product on the right is a max product
in ¥. The Mahavier equaliser of the mixed parallel morphisms exists by
assumption, and is denoted by E together with its limiting order cone e.
The thicker morphisms, as well as the dotted and the dashed morphisms,
may be ignored at this point. Consider now the diagram

FD —nmnEooonns FD/
w T/
[1 FD
Deo
'l//'D ‘L T,ZJD/
]
C

where the thick morphisms constitute an arbitrary order cone to the dia-
gram F': 9 — €. Note first that the morphisms {mrpoe: E — FD}pcgy
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constitute an order cone to the diagram since, chasing the first diagram,
Tproe=mp ogoe < mprofoe= Fdomp oe. The rest of the proof
establishes the universal property by constructing ¢ which factorises the
given order cone.

The morphisms {¢)p}pey give rise to the unique morphism ¢: C —
[1FD with ¥)p = 7p o ¢ by virtue of the codomain being a product in
2. We now wish to establish that go < fo1). By the definition of max
products in % it suffices to show that wpr o go ) < wpr o f o), for all
D’ € 9. Chasing the diagrams reveals that mp- ogoty = p o) = pr <
Fdoyp =Fdowpoy =mp o foi, as required. The universal property
of e furnishes a unique ¢: C' — F with ¥ = e o . It follows at once that
© yields a factorisation of the order cone in the second diagram. A very
similar argument shows that any such factorisation in the second diagram
fits in the first diagram as another morphism C' — F which factorises 1,
and so the uniqueness of ¢ in the first diagram forces the uniqueness of
© in the second diagram too. O

As a corollary we obtain the following result.

Theorem 3.16. Top is Mahavier complete relative to Top and Comp
is Mahavier complete relative to Comp.

Proof. Comp has, by Tychonoff’s theorem, all small products, and by
Proposition 3.13 products in Comp induce max products in Comp.
By Proposition 3.10, Mahavier equalisers of mixed parallel morphisms
relative to Comp exist in Comp,, and thus Theorem 3.15 applies. A
similar argument for Top, relative to Top completes the proof. O

The literature on generalised inverse limits of spaces is primarily con-
cerned with generalised inverse limits of thin order diagrams, namely order
diagrams of shape &, where in & each hom-set has at most one morphism
(i.e., it is a pre-ordered set). The notion of Mahavier limit in the order
extensions described above unifies all of the notions found in the litera-
ture and eliminates the ad-hoc nature of the definitions, as they are now
fortified with a universal property. We close this section by examining
Mahavier limits in Top C Top; of particularly simple diagrams, and
consider pullbacks and monomorphisms in the Mahavier context.

Firstly, lim (X ~h ¥ ) 2 Gi(f) = {(z,9) € X x Y |y € f(2)},

the graph of f. This is interesting since the graphs of the bonding func-
tions play an important role in the study of generalised inverse limits, and
thus Mahavier limits capture more than just the immediate definition of
the generalised inverse limit. Recall that along the proof of Proposi-
tion 3.10 it was established that the Mahavier equaliser of a mixed di-
agram in Comp; relative to Comp, when constructed as a subspace
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of the domain, is closed. Incidentally, we immediately obtain the ubig-
uitous result that the graph of an upper semicontinuous function f as
above is closed in X x Y, simply by following the recipe in the proof of
Theorem 3.15. Another aspect of this simple computation is that Ma-
havier limits behave quite differently with respect to initial functors, as
we discuss in detail in Section 6. For now, we just note that for ordinary
categorical limits, the limit of a diagram f: X — Y, where [ is a contin-
uous function, is simply X with the obvious cone given by idx: X — X
and f: X — Y. Of course, it is also given by the graph of f with the
usual projections; after all, X is homeomorphic to the graph of f. For
Mahavier limits the two approaches yield different concepts, only one of
which, i.e., the graph solution, is the limit.

f

Second, %iinl\T/Iop( X X%Xﬁ Y )={(z,y) e X XY |y € f(z)Ng(x)}.
We thus see that the general form of Mahavier equalisers is a very sensible
notion, implying that the study of Mahavier limits of arbitrary order
diagrams, not just thin ones, is probably relevant to the general theory.

Finally, we consider pullbacks, and their relationship with monomor-
phisms. Recall that a monomorphism f in a category is a left-cancelable
morphism, i.e., fou = fowv implies u = v, for all morphisms u,v to
the domain of f. In Top the monomorphisms are precisely the injective
continuous functions. In Top, the monomorphisms are the upper semi-
continuous functions f: X ~» Y satisfying the condition that f(z) = f(z’)
implies z = 2/, for all z, 2’ € X, in other words, precisely those morphisms
f:+ X ~ Y whose corresponding function X — T(Y) is injective. How-
ever, in the context of multivalued functions it is also natural to consider
the stronger condition, namely when f(z) N f(z’) # 0 implies = = 2'.
The following definition of order monomorphism in an order extension
precisely captures this condition.

Definition 3.17. Let 8 C % be an order extension. A morphism f: C ~~
C" is an order monomorphism relative to 4 if for all morphisms b,b': B —
C, the existence of a morphism b”: B — C’ with b < foband b” < fol/
implies that b =b'.

A fundamental result of category theory is that monomorphisms are
stable under pullbacks, namely in a pullback square

w5 X

[~ s

y 2= 7
if f is a monomorphism, then so is my. By a Mahavier pullback we
mean a Mahavier limit of the shape of a pullback. In more detail, given
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morphisms f: X ~» Z and g: Y ~ Z in €, a Mahavier pull back is an
object W and projections in A, mx,ny,nz with domain W, such that
mz < formx and mz < g o Ty, subject to the universal property.

Proposition 3.18. Let  C € be an order extension, f: X ~~ Z in €,
and g: Y — Z in B. If the diagram

w5 X

[~ b

y 2z
is a Mahavier pullback, and f is an order monomorphism, then my is a
monomorphism in 4.

Proof. Consider morphisms b,b": W/ — W with my ob = 7wy o b, and the
aim is to show that b =’. Forming the diagram

W/ T xob=mxob’
b
:\
E—

Yy Ob:ﬂ'y Ob/

where the top curved morphism is justified by noting that g o 1y 0o b <
fomxoband gomyob' < fomxob', and since f is an order monomorphism
relative to &, the morphisms are equal as claimed. It is now easily veri-
fied that we obtain an order cone to the diagram defining the Mahavier
pullback, and that it is factorised through both b and &', which must thus
be equal, completing the proof. O

Remark 3.19. Recall that if £ is a category, then its opposite category
PB°P is the category with the same objects as in %, and whose hom-sets are
%°P(B, B") = #(B’, B). For every morphism b: B — B’ in %, we denote
by b°P: B’ — B the corresponding morphism in %°P. The composition
in %°P is then given, for composable morphisms, by ¢g°P o f°P = (f o g)°P.
Any concept or property in a category % immediately gives rise to a dual
concept, simply by interpreting it in Z°P. Thus, for instance, categorical
colimits in a category % are precisely categorical limits in Z°P.

Duality in the context of pairs Z C ¥ is straightforward. Firstly, the
opposite of an ordered category % is the ordered category ¢°P whose
underlying category is the opposite of the underlying category of €, and
where the ordering is given by ¢ < P if ¢ < ¢ (so the order is not
reversed). For pairs we define (¢, %)°P = (¢°P, #°P), noting that if
A C € is an order extension, then so is its opposite. Mahavier colimits
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in ¥ relative to Z are then defined to be Mahavier limits in €°P relative
to %°P. Every categorical result in this work has a dual, which we shall
not bother to make explicit.

4. ORDER EXTENSIONS FROM MONADS

The theory of monads is well-developed and we only tap it at its surface,
using monads as a convenient formalism for constructing order extensions
of interest, including the main examples Top C Top; and Comp C
Compy, through the construction of the Kleisli category of a monad.
For the convenience of the reader this section attempts to remain self-
contained by providing standard definitions and results, without proofs.
For more details the reader may consult [41] for an introductory text,
[54] for a detailed account of the fundamental theory of monads, and [36]
for more recent work. The reader primarily interested in compacta may
safely only skim the contents of this section.

4.1. Monads. A monad is a monoid object in the category of endofunc-
tors of a category. When spelled out, the definition is as follows.

Definition 4.1. A monad (T, 1,n) on a category 4 is a functor T: B —
% and natural transformations p: 72 — T and 7: Idg — T such that
the diagrams

TS Top T2 Ton T2 noT

SN

™ tsT
commute. The natural transformation p is called the multiplication of
the monad and 7 is called the unit. Typically, we refer to a monad T
without explicit mention of p or 7. The left diagram above expresses an
associativity property for the multiplication, while the diagram on the
right expresses left and right identity laws for the unit.

In more detail, all of the arrows are natural transformations between
iterates of the functor T', whose components at an object C' are as follows:

(Tow)p=T(up: T*B — TB).

° (‘LLOT)B = urp: T2(TB) — T(TB)
e (Ton)p=T(np: B—TB).
o (’I]OT)B—T]TB TB—>T(TB)

The following examples serve to clarify the definition as well as to pro-
vide us with relevant testing grounds for the notion of Mahavier limit.
The verification of the monad axioms is quite straightforward, typically
requiring little more than correctly deciphering the diagrams.
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4.1.1. The identity monad. For any category %, the identity monad on
it is the monad (T, u,n) where T' = Idg, and p =n = Idy.

4.1.2. The Manes monad. The Manes monad is a monad on Set where
T is the covariant power set functor, namely 7' (X) = P(X) on objects,
and for morphisms f, T(f) = f is the direct image function. The
multiplication components px : P(P(X)) — P(X) are given by ux(S) =
Uses S, and the unit components nx : X — P(X) are given by nx(z) =
{z}, for all z € X.

4.1.3. Hyperspace monads. For a compact Hausdorff space X let T(X)
be the set of all compact subsets of X, endowed with the upper Vi-
etoris topology. Given a continuous function f: X — Y, the function
T(f): T(X) — T(Y) is given by the direct image function f_,, which is,
of course, well-defined, yielding a functor 7T: Comp — Comp. Defin-
ing nx: X — T(X) by « — {z}, which is again trivially well-defined,
is evidently a natural transformation. Defining px: 7%(X) — T(X) by
S = Uges S is well-defined but less trivially so, relying on the fact that a
compact union of compact subsets is compact (see [48] or, for a treatment
more geared toward upper semicontinuous functions, see [42]). The veri-
fication of the monad axioms is straightforward, being formally the same
as the verification for the Manes monad. See [56] for more details on the
hyperspace monad, albeit with the Vietoris topology rather than the up-
per Vietoris topology (the details are similar). Further variations include
considering T': Top — Top where T'(X) is the full power set P(X), again
with the upper Vietoris topology - our central scenario - as well as other
topologies.

4.1.4. A monad on monoids. Recall that a monoid (M, -, e) is a set M
together with an associative binary operation - on M for which e is a
unit. Let Mon be the category of monoids and their homomorhphisms.
Given a monoid M let T(M) = P(M) be the set of all subsets of M,
together with the element-wise extension S-S ={s-s' | s € S,s' € S’}
of the operation - to subsets of M. T(M) is obviously a monoid and if
f: M — M’ is a homomorphism, then so is the direct image function,
and thus, setting T'(f) = f-, yields a functor T: Mon — Mon. Defining
na: M — T(M) by m— {m} and px: T*(M) — T(M) by S = Uges S
again, clearly endows T with the structure of a monad.

Remark 4.2. There are two types of modifications that can be per-
formed on the monads above to obtain more monads. We shall exemplify
using the Manes monad. Firstly, one can replace the power set functor
P by P, where L£,(95) is the set of all non-empty subsets of S. An-
other possibility is to replace & by &, where k is an infinite cardinal,
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and 22, (S) is the set of all subsets S’ C S with |S’| < k. The effects of
such modifications, in particular with respect to Mahavier limits, can be
substantial, but we shall not delve into the details in this work.

4.2. The Kleisli category. Let (T, u,n) be a monad on a category 2.
The Kleisli category of the monad is denoted by %, and it consists of all
the objects of &, with hom-sets %1 (B, B’) = #(B,T(B’)). We denote
morphisms in #r by f: B ~ B’, and write ff: B — T(B’) for the
corresponding morphism in 9. The composition in %y is given by the
Kleisli composition rule:

(o)
gof
# # .
BXlu 2o B B L ) B 2y L ()

ie., (go f)¥ = upr oT(g*) o f*. Identity morphisms are given, at each
object B, by id4, = ng: B — T(B).

The verification that the Kleisli category %y is indeed a category is
very well-established and will not be repeated here. It is easily seen that
the Kleisli category of the identity monad on a category 4 is isomorphic
to #A. The Kleisli category of the Manes monad is the category Rel of
sets and relations, and, what is from the perspective of Section 2 most im-
portant, the Kleisli category of hyperspace monads on topological spaces
or on compact Hausdorfl spaces yield various categories, including the
central instances Top,, where T(X) is the full power set endowed with
the upper Vietoris topology, and Comp,, where T'(X) is the collection
of closed subsets of X, again with the upper Vietoris topology, which fea-
tured above as the ambient categories where the diagrams of generalised
inverse limits reside. The Kleisli category corresponding to the monad on
monoids consists of all monoids and all multihomomorphisms f: G - H
namely, a multivalued function between the underlying sets such that
fle) ={e} and f(g9-¢') = f(g9) - f(¢'), obviously a generalisation of or-
dinary homomorphisms. Such multihomomorphisms are considered when
G, H are groups in [50, 62].

Remark 4.3. Note that a naive attempt to interpret generalised inverse
limits simply as limits in the Kleisli category Compy is bound to fail.
The behaviour of limits (and colimits) in the Kleisli category is sufficiently
understood (see [55]), and in particular conditions that guarantee the
existence of limits in A in terms of limits in & are known. However,
these conditions are rarely met. In fact, very often limits in the Kleisli
category differ wildly from limits in %. For instance, considering the
Manes monad again, products in Rel coincide with coproducts in Set,
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namely are given by disjoint union, and equalisers in general do not exist.
Change the power set monad to the non-empty power set monad, and now
arbitrary products no longer exist. For Comp; this is already noted in
[4] where the category €% , which is precisely Compy, is constructed
and it is shown that generalised inverse limits need not be (and in fact
very rarely are) limits in the classical sense. A more precise treatment is
given in [42].

Note that there is a functor 8 — %7 which is the identity on objects

and which sends b: B — B’ to B % B' 25 TB'. We identify 4, along
this functor, as a subcategory of %r. Note that when applied to the
suitable hyperspace monads this statement is precisely the content of the
identification made in Section 2 regarding Top as a subcategory of Top,
and similarly for Comp.

Remark 4.4. Pairs of the form & C %1 are often considered in appli-
cations of monads, see e.g., [7, 15].

4.3. Order on the Kleisli category. We are of course primarily in-
terested in obtaining an ordered category structure on %, so that the
Kleisli category becomes an order extension of #. An ordering on each
hom-set %1 (B, B’) is precisely an ordering on the hom-sets Z(B, T (B’)).
Obviously, one can figure out conditions on the latter ordering, in terms
of compatibility with T', which are equivalent to the Kleisli category being
an ordered category. However, in practice it is quite straightforward to
check directly that a proposed ordering on the Kleisli category is com-
patible with composition, and thus we consider order enriched monads
following [20], with only a slight variation required for our notion of order
extension.

Definition 4.5. An order enriched monad is a monad T on % together
with an ordering on B(B,T(B’)) for all B, B’ € % such that the Kleisli
category becomes an ordered category, and if for all morphisms b1, b2: B —
B’ in A, if ng o by < npr oby then g/ o by = npr o b.

If T is an order enriched monad, then we always assume the Kleisli
category is endowed with its corresponding ordered category structure,
and it then follows immediately that 28 C %y is an order extension.

For the Manes monad, the hyperspace monads, and the monad on
monoids, defining the ordering < on the hom-sets by means of point-
wise set inclusion, i.e., f < g when f(x) C g(z) for all z in the domain,
endows each monad with the structure of an order enriched monad, thus
yielding order extensions. The motivating order extensions from Section 2
are, expectedly, obtained in this way for the right choice of hyperspace
monads.
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4.4. Productive monads. Now that any order enriched monad T on
% furnishes an order extension & C B, we turn to consider conditions
on the monad that will guarantee a reasonable transfer of products from
B to PBr, ultimately hoping for all products in % to induce max prod-
ucts in Ar. Such a notion is obviously related to the theory of monoidal
monads (see [53] for an explicit construction of a tensor product on the
Kleisli category for a monoidal monad, and [63] for general theory), how-
ever what we require is particular attention on products not merely as a
monoidal structure. We thus proceed attending to products and ignoring
the potentially greater generality. Since the term "cartesian monad" is
already in use, we call monads which behave well with respect to products
productive monads.

Definition 4.6. Let T be a monad on a category 4 and assume 4% has
all small products. Suppose further that for all set-indexed collections
{Bi}ier of objects in %, a morphism a: [[,.; T(B;) — T([[;c; Bi) is
given. With the respective canonical projections for each product denoted
by m with a suitable subscript, if

[17(B) & T(I] B:)

el el
T(B:)

commutes for all ¢ € I, then T, together with all the structure morphisms
a, is said to be a productive monad.

Of course, the morphisms « must be chosen for each choice of product,
and a more pedantic approach would reflect that by a subscript, and some
further compatibility requirement are natural. However, we do not require
any of that and thus opt to reduce the notational clutter altogether. We
shall also abuse the notation slightly and refer to a productive monad to
assume suitable morphisms « are fixed.

Proposition 4.7. Let T be a productive monad on a category B. Then
for all set-indexed objects {B;}icr and a product B with canonical pro-
jections {m;: B — B;}ic1, the same projections form a weak product in
Br.

Proof. For simplicity only, the accompanying diagrams are for binary
weak products. So, we seek to solve the weak product problem

B1 <7T;1 BlnBQ L} B2

V1 th v f2
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which, when converted to morphisms in 4 according to the definition of
the Kleisli category and the canonical embedding of £ in it, amounts to

the outer part of the diagram

T (m2)

T(B1) +——— T(B1]]B2) T(B2)
T(B1)[1T(B2)
f Hsz 1}
B

and we seek a suitable morphism h#: B — T(B; [ Bz2). The morphisms
inside the diagram are the respective canonical projections for the de-
picted products in %, the morphism to the product induced by the
given morphisms ff, and the structure morphisms «. We then define
h=ao (f{1 11 fg), and it is now easy to verify that m; o h = f; holds in
the Kleisli category, for all ¢, by chasing around the diagram. O

We conclude this section by summarising the results above into a list
of conditions on a monad that imply properties of the Kleisli category
relevant to Mahavier limits.

Proposition 4.8. Let T be a productive order enriched monad on a cat-
egory B. Then, the pair B C Br is an order extension and products in
P induce weak products in PBr.

Verifying, in particular cases, that the induced weak products are
in fact max products is, typically, straightforward, as done in Proposi-
tion 3.13 for spaces.

This result furnishes plenty of order extensions, though, obviously not
all of them. When applied to the by now obvious hyperspace monads
on topological spaces or on compacta, one obtains the order extensions
Top C Top; and Comp C Comp,, with all of the relevant structure
so that Mahavier limits recover generalised inverse limits. When applied
to the identity monad on a category 4, one obtains the trivial order ex-
tension & C A, where Mahavier limits coincide with ordinary categorical
limits. One can now describe the notion of generalised inverse limit of
spaces as an extension of the ordinary notion of categorical limit on Top
by means of passing from the identity monad on Top to a hyperspace
monad.
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5. MAPPINGS BETWEEN MAHAVIER LIMITS

For ordinary categorical limits it is well-known that, when all rele-
vant limits exist, given functors 2y — 2 — % one obtains a morphism
Im(2 — %) — lm(% — 7 — €), and given a natural transformation
between two diagrams F,F’: 9 — %, say from F to F’, one obtains a
morphism L mF — I&n F’. The aim of this section is to obtaln the analo-
gous results for Mahavier limits. We mention [5] where issues of obtaining
functions between generalised inverse limits of compacta are considered,
but differently to our approach. In particular, as the authors of [5] state
clearly, in the setting they present, taking limits is not quite functorial.
Taking Mahavier limits is functorial.

5.1. Shape change transformations. Let F': 2 — % be an order dia-
gram. If 9 is a category and S: %y — Z is a functor, then 2 595 ¢
is an order diagram which we say is obtained by a shape change of F along
S. Suppose that the Mahavier limits of F' and of F o S exist relative to
a subcategory # C ¥, with Mahavier limiting cones {7 p: @gF —
FD}pegy and {pp: I&ng(F 0S) - FSD}peg,. Just as for ordinary
categorical limits, it then follows that the Mahavier limiting objects are
related by a morphism b € 2 simply because {rsp}peg, forms an order
cone to F'o S, and then b is the unique morphism with wgp = pp o b, for
all D € 9.

Let € be a small ordered category, and consider the category Cat/%
whose objects are order functors 2 — ¢ and whose morphisms S

are commuting triangles. When % is a category, this construction coin-
cides with the comma category of Cat over . The preceding discus-
sion shows that if & C ¥ is Mahavier complete, so that mg is de-
fined on the objects of Cat/%, one obtains a shape change morphism

. M . M . M

lim 2 S I&n%F%I&n%(FoS).

Theorem 5.1. Let Z C € be a Mahavier complete order extension.
Then @g Cat/% — A is a contravariant functor.

Proof. The proof is immediate, resorting to Theorem 3.7 (several times).
|

This theorem, specialised to Top C Top; and Comp C Compy, is
used repeatedly in the literature, e.g., [26, Theorem 5.1].
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5.2. Transformations between diagrams of the same shape. For
categories ¢ and Z we write [2, %] for the functor category whose ob-
jects are all functors 2 — % and whose morphisms are natural transfor-
mations. When & is thought of as a shape for diagrams we regard [Z, €]
as the category of diagrams in % of shape 2. Assume now that % has
limits of shape 2. It is well-known that an arbitrary choice for a limiting
object for each diagram gives rise to a functor I&n [2,€¢] — €. We now
present the analogous result for Mahavier limits.

Of course, the result hinges on defining the order version of [Z, %],
and we do so in full generality, namely in the category pCat. of pairs
of ordered enriched categories. Thus, given morphisms F,G': (‘5, B) —
(€', A') of pairs, an order natural transformation o: F — G relative to
#' is a family {ac: FC — GC}eew of morphisms in %’ such that the
diagram

FC £y FC!

lac Jeer

GO L& GO’

order commutes in the sense that agr o Fe < Geo ag, for all ¢: C ~ C’
in €. When %’ is clear, we simply say order natural transformation. If
H: (¢,8) — (¢, %) is another morphism, and 3: G — H another order
natural transformation, then it is immediate to verify that £ o a, given
component-wise by B¢ o a¢, is an order natural transformation, and that
the collection [(¢, %), (€', #')] of all order functors (¢, B) — (¢', %)
and all order natural transformations between them is a category.

For a category 2 and an order extension 8 C ¥ we denote
[(2,0),(€¢,B)] by [2,€]%. When Z is thought of as the shape of di-
agrams, this defines the category of order diagrams in ¥ of shape Z
relative to A.

Theorem 5.2. Let B C € be an order extension, and 9 a category, and
assume that € has all Mahavier limits of shape 2 relative to B. Then
any arbitrary choice of limiting object for each order diagram F: 9 — €
extends canonically to a functor I&ng (2,62 — B.

Proof. Given an order diagram F': 9 — €, let I&ngF be a Mahavier
limiting object of the diagram, which comes together with a Mahavier
limiting cone, denoted, somewhat ambiguously, by {7p}peo. For an
order natural transformation a: F' — G between two such order diagrams,
we must construct a canonical morphism @g(a): @g(F ) — @g(G)
in A, and, given a second order natural transformation 5: G — H, show

the functoriality of the construction. Consider, for a morphism d € 2,
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the diagram

FD £ FD'
ap ](El; 3 apr
GD GD'

\/

h G Bpr

HD WMWWM HD'

\ ~ v /
limg, H
where the existence and commutativity of the dotted arrows is the aim.
Emanating from I&ng F, the morphisms {ap o mp}pey form an order
cone to G, since apomp: < aproFdonrp < Gdoap omwp. The universal
property of the chosen Mahavier limiting cone for G yields one of the
dotted arrows, and a similar argument gives the other two. Their com-
mutativity follows again from the universal property, namely by means of
Theorem 3.7. O

Remark 5.3. It is a triviality that a functor preserves isomorphisms, and
thus now equally trivial that any two Mahavier limits of, respectively,
order diagrams F,F': 9 — %, in some order extension 4 C ¥, are
isomorphic provided the two diagrams are isomorphic in the category

[@7%]%

As an application we consider [26, Theorem 5.3], according to which if
X is a compactum and f, g: X ~» X are upper semicontinuous set-valued
functions, which are topologically conjugate, namely there exists a home-
morphism hA: X — X with ho f = go h, then 'ngF = ]&ng G, where
we denote by F' the constant sequence with f as bonding functions, and
G is similarly defined. It is immediate that the condition of topological
conjugacy implies that a: F' — G, given by o, = h for alln > 1, is a
natural isomorphism, namely F' = G in the category of diagrams. That
limM F o~ limg G now follows from the previous remark.

Recall that for ordinary categorical limits, if & is a category admit-
ting all limits of shape 2, for some fixed category &, then the functor
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Jim: (2, %) — 2 is right adjoint to the diagonal functor A: B — [2, A,
where A(B) is the functor which is constantly B on objects and con-
stantly idg on morphisms. Noting that for an order extension # C ¥,
the diagonal functor naturally extends to A: B — [Z, €)%, simply via
the inclusion of Z in €, this result extended immediately to the setting
of Mahavier limits, as follows.

Theorem 5.4. Let 8 C € be an order extension admitting all Ma-
havier limits of shape 2, where 2 is a fixed category. Then the functor
@g (2,€)e — B is right adjoint to the diagonal functor A: B —

Proof. Noting, for a given order functor F': 2 — %, the trivial fact that
an order natural transformation A(B) — F relative to % is precisely an
order cone from B to the order diagram F relative to 4, the proof is
formally identical to the classical proof. O

Let us now look at [26, Theorem 5.2] through the lens of adjunctions.
The theorem states that if {fn: Xnt1 ~ Xpln>1 and {gn: Yoq1 ~
Y, }n>1 are generalised inverse systems of compacta, which we will de-
note by F and G, and «,: X,, — Y,, n > 1, are given such that
Qp © frn = gn © pnt1, then the induced function 1imgF — limgG is
continuous, and if each «, is injective (and surjective), then so is the
induced function. Now, the condition on « implies that it is a natural
transformation a: F — G, and the induced function is precisely @g(a),
so it is continuous. An elementary result of category theory is that right
adjoints preserve monomorphisms, and it is easily seen that if each ay, is
injective, then the natural transformation « is a monomorphism in the rel-
evant category of order diagrams. Since taking Mahavier limits is a right
adjoint functor, it follows that @g(a) is a monomorphism in Comp,
namely an injective function. The surjectivity part of the claim cannot
be addressed in the same way (since right adjoint need not preserve epi-
morphisms). The true nature of that part of the theorem is revealed in
Section 7.

6. THE SUBSEQUENCE THEOREM

When the category 2 is

n+1 n 2 1

order diagrams F': 9 — ¥ are sequences, and if %, is an infinite full
subcategory of Z, then FoS: 9y — %, where S: ZJy — 2 is the inclusion
functor, is said to yield a subsequence of F'. For ordinary categorical limits
it is well-known that the canonical morphism @ F— @(FOS ) is then an
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isomorphism. That the same does not generally hold for Mahavier limits
was noted early on, and the task of identifying conditions under which
Mahavier limits of infinite subsequences agree with the Mahavier limit of
the original sequence became known as the subsequence theorem problem
(see [22] for details). Without any conditions on the bonding functions
the subsequence theorem may fail dramatically, even for diagrams with
a single bonding function. For instance, in [13] an upper semicontinuous
function f: X ~~ X, with X = [0, 1], is constructed with the property that
for the diagram F': 2 — Compy, which is constantly f, the Mahavier
limits of any two different subsequences are non-homeomorphic.

Before addressing the subsequence theorem in the context of Mahavier
limits in full generality, we wish to emphasise an important detail.

Remark 6.1. In [22, Theorem 5.3] it is noted that the subsequence the-
orem holds for very special diagrams of compacta, namely those with a
single bonding function f: X ~» X satisfying f2 = f. Even this case is
worth looking into in more detail, keeping the category theoretic perspec-
tive in mind. Recall again that without any conditions at all, ordinary
categorical limits do satisfy the subsequence theorem, and in a strong
sense, namely the canonical shape change morphism @F — ]&n(F 05)
is an isomorphism. Let us now fix a very concrete scenario, for which
we choose an arbitrary compact Huasdorfl space X and the morphism
f: X ~ X given by f(z) = X, for all x € X. Construct now the se-
quence F: 9 — Comp; with F(n) = X, and with F(m — n) = f,
for all n < m, and let %, be the subcategory of Z spanned by, say, the
even numbers, and S: %2y — Z the inclusion. Now, it is easily seen that
both @gompF and @hc/lomp(F 0 S) are given by X x X x X X -+,
with the evident Mahavier cones given by the usual projections. The
shape change morphism @gomp F— @gomp(F 0 .5) is then given by
(Zn)nen = (Zan)nen, and so it is not an isomorphism (unless X is very
trivial).

Put simply, the reason that the subsequence theorem holds for a se-
quence with a single bonding function f satisfying f2 = f, is that the
given sequence 4 — Comp and any subsequence %y — Comp are iso-
morphic objects in Cat/Comp, and the result follows by Theorem 5.1.

There are thus (at least) two reasons a sequence may have the sub-
sequence property. One, observed in the case f2 = f, is when even
before the Mahavier limit is computed, the relevant diagrams are already
isomorphic. This is a combinatorial condition on the bonding functions
which has little to do with the actual construction of the Mahavier limits.
The other reason for having the subsequence property is because some
conditions are satisfied which guarantee the shape change morphism is
an isomorphim. We view the latter as the statement of the subsequence
theorem property in the context of this work.
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Let us fix some terminology, for the sake of precision. Throughout, by
sequence we mean an order diagram F': 2 — % where 2 may be either N
or Z, viewed as posets, and thus as categories with a single morphism k —
m whenever k > m. By a subsequence we mean an inclusion S: 2y — %
of an infinite full subcategory %, into 2, inducing the order diagram FoS,
all within an ambient order extension # C %. We say that a sequence F
has the subsequence property with respect to a subsequence S, if whenever
the Mahavier limit ]'&ng(FoS ) exists, so does the Mahavier limit J&HE(F ),

and the canonical shape change morphism ]&ng(F) — ]&ng(F 0 S) is an
isomorphism. We say that F' has the subsequence property if F' has the
subsequence property with respect to every subsequence S. Finally, we
say that the order extension & C ¥ is sequentially conservative if every
sequence F' has the subsequence property.

We now prove a subsequence result which is valid in any order exten-
sion, using the following concepts.

Definition 6.2. Consider the diagram

f1 f2 fn-1 fn
0 oy @ oy s N @ A e

where the morphisms f1, ..., f,, are any morphisms in ¥ (whose domains
and codomains can be arbitrary, as long as the morphisms compose as
shown in the diagram), and by,b, are morphisms in %B. We refer to
the entire diagram as a system. We say that b; and b, form boundary
conditions for the system if b, < f,, 0 fp_10---0 fao fy0by, namely if the
diagram order commutes. We then also say that the system is a system
with boundary conditions. For a fixed system with boundary conditions,
a solution of the system consists of morphisms bo,...,b,_1 such that
{b1,...,b,} is an order cone to the finite sequence, namely by1 < fiobg,
forall 1 <k < n. A sequence (fi,..., fn) of morphisms in % is solvable if
every system with boundary conditions as above admits a unique solution.

Lemma 6.3. Consider an order extension 8 C €, a sequence F: 9 —
€, and an inclusion S: Dy — P, yielding a subsequence F o S of F. By
a gap in the sequence F' determined by S we mean the image of F' on a
full subcategory of 2 spanned by {k,k+1,--- ,k + t} where of these the
only objects that belong to Py are k and k +t, and t > 2. If all gaps
determined by the subsequence are solvable, then F has the subsequence
property with respect to S.
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Proof. Consider the diagram

where the top part depicts the given sequence F, with the subsequence
F o S indicated by the e’s and the curved morphisms; a gap is then
precisely a finite consecutive portion of morphisms in the top row between
two consecutive o’s enclosing at least one o, and the curved morphism
is simply the composition of the morphisms in the gap. The assumed
Mahavier limit of the subsequence is given with its canonical projections
as solid arrows. The morphisms emanating from % are an arbitrary order
cone to the entire sequence. We show that @g(F 0 S) is a Mahavier
limit of the entire sequence by first obtaining the dashed arrow so as to
complete the solid arrows into an order cone to the entire sequence, and
then obtain the morphism h: x — @g(F 0.5) which uniquely factorises
the order cone from * through the solid and dashed morphisms.
Consider the diagram

f1 f2 fn-1 fn
0 Ty 0 s s s 0 A0y @

whose outer part is an arbitrary gap in the sequence F' determined by
S, i.e., by and b, are the canonical projections to the e’s. It follows at
once that this diagram is a system with boundary conditions, and thus a
unique solution exists, giving the dashed arrows. Thus, each gap in the
diagram admits a unique solution, and it is easy to see that all of these
solutions together fit into the first diagram above to form an order cone
from ]&ng(F 0 S) to the entire sequence.

We now attend to the required morphism h. For the given order cone
from x to the sequence, i.e., the dotted arrows above, it is easily seen
that the collection of just those dotted arrows with a e for a codomain
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constitutes an order cone to the subsequence F'oS. The universal property
of the Mahavier limit yields a unique h: x — @g(FoS ) with the property
that

/ r

commutes. In particular, since any morphism * — l'ng(F 0 S) which
factorises the entire cone through the dashed and solid arrows in partic-
ular factorises the cone to the subsequence through the solid arrows, the
uniqueness of a factorisation h of the entire order cone through I&ng (FoS)
is guaranteed.

We must now establish that h factorises all of the dotted morphisms,
rather than just the ones with a e for a codomain. Consider thus

.ij@ow...mow&h\%.

N

@gw -5)

e

which is an arbitrary gap in the sequence together with the dashed mor-
phisms as constructed above and the dotted morphisms from the given
order cone to the sequence. Consider now the system with boundary
conditions given by the outer part of the diagram, namely the squiggly
morphisms together with the curved dotted morphisms. Obviously, the
remaining dotted morphisms are a solution. Note that a simple diagram
chase reveals that the compositions {b; o h}1<k<n are also a solution to
the same system with the same boundary conditions, and thus, by the as-
sumption on the gaps in the sequence, the two solutions coincide, which is
precisely the required commutativity of the dotted morphisms via h and
the solid and dashed morphisms.

Pasting all of that information together at each gap of the sequence
shows that the solid and dashed morphisms together form a Mahavier
limiting cone from mg(F 0 .5) to the entire sequence, and thus %ingg(F )

exists and is given by mg(F 05). The claim that whenever %ingg(F ) and
@g(F 0 .S) are Mahavier limits, then the canonical shape change mor-
phism %ing(F) — @g(F o S) is an isomorphism follows from
Theorem 3.7. U
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Definition 6.4. An order extension & C ¥ is sequentially solvable if any
finite sequential system in % as above, with boundary conditions in %
has a unique solution in Z.

As an immediate corollary of Lemma 6.3 we obtain the following the-
orem.

Theorem 6.5. A sequentially solvable order extension is sequentially con-
servative.

As an application, let us consider the subsequence theorem presented
in [18], which we briefly recall. Let X be a compactum, and F': X ~» X
an upper semicontinuous set-valued function, and denote by F the se-
quence which is constantly F. Greenwood and Youl identify the following
conditions on F' to ensure that F has the subsequence property. Con-
sider a collection C of continuous functions X — X. We shall say that
C is conservative if Fix(f) = Fix(f) holds for all f, f' € C\ {idx} (where
Fix(f) is the set of fixed points of the function), the common set D of all
fixed points is repelling, i.e., for all f € C and all z € X, if f(z) € D,
then © € D, and further for all f, f' € C, with f # f/, if f(z) = f'(=),
then € D. Now, a finite collection C' = {f;: X — X };¢s of continuous
functions is an (X, D)-collection if its composition closure, namely the
smallest set of continuous functions X — X containing C' and closed un-
der composition, is conservative. Given such an (X, D)-collection, which
contains the identity as an element, consider the function X ~» X deter-
mined by the property that its graph is the union of the graphs Gr(f;),
i € I. Under these conditions, F satisfies the subsequence theorem. Us-
ing the above machinery the result follows by noting that the conditions
of Lemma 6.3 are easily verified: given any boundary condition problem
involving F', the strong conditions on the composition closure immedi-
ately imply the existence of at most one solution, and compactness allows
one to produce a solution. In fact, with the same argument, we may
formulate a slightly stronger result, as follows. For an (X, D)-collection
and F' as above, consider the smallest ordered subcategory Compj of
Comp; containing all compacta, all of the single-valued functions, and
the set-valued function F'. Then the order extension Comp C Compy
is sequentially conservative.

To treat the most general form of diagrams, rather than just linear ones
giving rise to sequences, let us briefly recall the classical result of category
theory regarding final functors. We follow [6, Subsection 2.11]. Recall,
that a functor G: 2y — Z is final if for every diagram F': 9 — 2 in any
category B, whenever {np: B — FD}pcg is a limiting cone for F, the
collection {7 (p,y: B — F(G(Dy))}pye, is a limiting cone for F o G,
and if the limit of F' o G exists, then the limit of F' also exists. Notice
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that it then follows automatically that the shape change morphism is an
isomorphism.

Definition 6.6. A functor F': 9y — & is Mahavier final if the same con-
ditions as above hold with all references to 'limit’ replaced by 'Mahavier
limit’.

Now, sufficient conditions for a functor F': 2y — 2 to be final are
([6, Proposition 2.11.1]) that for every D € Z there exists Dy € %
and a morphism d: G(Dy) — D, and further that for all Dy, D, € %,
D € 2, and morphisms d: G(Dy) — D and d': G(D{) — D, there exist
D{ € %y and morphisms dy: D — Do and df,: D{ — D{, with doG(dp) =
d o G(dy). We shall call these the sufficiency conditions (for finality).
Notice that for a discrete linear diagram ¥ = N or ¥ = Z as above,
and any infinite full subcategory Z, C 2, the inclusion functor trivially
satisfies these conditions, and thus is final. The classical subsequence
theorem follows at once.

We can now point at what is perhaps the most profound difference
between ordinary categorical limits and Mahavier limits: final functors are
in relative abundance while Mahavier final functors are rare. For example,

recall that in Comp C Comp, we have that @g( X Ly ) =
Gr(f) which, unless f is single-valued, need not be homeomorphic to X.
In particular, the inclusion functor ¢ — (e — o) is final but not Mahavier
final.

Given an order extension & C €, let us say that A is a right ideal in
% if cob is an arrow in A for all morphisms b € & and ¢ € €. The proof
of the following theorem is identical to the classical proof, and we thus
keep the details at a minimum.

Theorem 6.7. Let Z C € be an order extension with & a right ideal in
€. Then any functor F: 9y — 2 satisfying the sufficiency conditions is
Mahavier final.

Proof. The important ingredient in the proof is the ability to extend an
order cone {mp,: B = F(G(Dy))}p,co, to F oG, to an order cone to F.
Given an object D € Z use the first sufficiency condition to obtain an
object Dy € 2y and a morphism d: G(Dy) — D. Then consider the com-
position pp = Fdomp,, which is a morphism in Z. The second sufficiency
condition guarantees (by repeatedly relying on the fact that the order in
2 is trivial) just as in the classical argument that pp is independent of
the choice of d. The rest of the proof, namely that {pp: B — FD}peg is
a Mahavier limiting cone, is essentially the same as the classical proof. [

Clearly, if 4 is a category, then for the trivial order extension & C £,
A is a right ideal in itself, and Mahavier limits coincide with ordinary
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limits; the entire theorem collapses to the classical one. Of course, the
condition on Z being a right ideal in € is quite drastic, and is certainly
not satisfied in Comp C Compy, a fact which is at the heart of the
failure of the subsequence theorem without conditions on the bonding
functions.

To conclude, an unrestricted analogue of the classical behaviour of
limits with respect to initial functors is obtained under very restricting
assumptions on the order extension. In more general extensions, such
as Comp C Compy, Lemma 6.3 identifies conditions for a subsequence
theorem, but these are specific to the form of a discrete linear diagram 2.
For more general diagrams D and an arbitrary initial functor 2y — 2,
one can adapt the proof of Lemma 6.3, and obtain similar conditions for
the shape change morphism to be an isomorphism. The extra ingredient
required, compared to the classical proofs, is that of a segmentation of
the shape category &, which above was given by the gaps in the sequence
determined by the subsequence. Roughly, let us say that 2 admits a
segmentation if cones to an order functor on Z can be pasted together
from smaller segments of 2. Then, assuming similar solvability of sys-
tems determined by the shapes of the segments, one can adapt the proof
of Lemma 6.3. We shall leave the argument at this level of lack of rigour.
Needless to say, obtaining good segmentations in practice is highly de-
pendent on the shape of Z.

7. MAHAVIER LIMITS AND ADJUNCTIONS

A fundamental elementary result of category theory is that right
adjoints are continuous functors, namely they preserve all small limits.
The goal of this section is to prove a similar result for Mahavier limits.

We already observed some of the interaction between the order exten-
sion Top C Top; and its sub-extension Comp C Comp,. For instance,
obviously, diagrams in Comp; can also be seen as diagrams in Topy,
and a-priori there is no reason for Mahavier limits computed in the am-
bient category to agree with the Mahavier limits computed in the smaller
category. The fact that they actually do agree is a particular detail of
the relationship between the two scenarios. Now, every topological space
has an underlying set and thus forgetful functors Comp — Set and
Top — Set exist. The functor Top — Set has a left adjoint, associating
with a set X its discrete topology, and a right adjoint, associating to X
its indiscrete topology. Obviously, these adjoints are not related to the
forgetful functor Comp — Set, since the Hausdorff and the compactness
conditions complicate things considerably. However, since limits of dia-
grams in Comp are the same whether computed in Comp or in Top,
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treating them as limits in Top allows one to utilise properties of limits
and adjunctions to study limits of inverse systems of compacta.

It is instructive to consider the persistence of these details when the
categories Comp, Top, and Set are order extended, each by means of its
own monad. Recall the full power set hyperspace monad T: Top — Top
with the upper Vietoris topology and the monad 7': Comp — Comp
with 77(X) the collection of closed subsets of X, again with the upper
Vietoris topology. Somewhat abusively, we shall use T for both mon-
ads. Finally, even more abusively, consider the Manes monad 7: Set —
Set, and endow all three monads with orderings given by point-wise set-
inclusion. For each of these monads T the obvious extra structure, the
conditions of Proposition 4.8, hold, resulting in the expected order exten-
sions Set C Setr, Top C Top;, and Comp C Compy, which we now
investigate as a trio.

Proposition 7.1. FEach of the three order extensions, Set C Setrp,
Top C Topy, and Comp C Compy is Mahavier complete. If 9 —
Compy is an order diagram, then, via the inclusion .: Comp, — Top,
it can be seen as an order diagram vo F: 9 — Top,. It then holds that
]'&nl\c/lomp(F) = ].&HI}AOP(L o F'), where the isomorphism is in Top. Finally,
if F': 9 — Topy is an order diagram, then ignoring the topology yields
an order diagram G: 9 — Setr, and it then holds that the underlying set
of %igll,\r/lop(F) is in bijection with the set mg{e (G).

Proof. Firstly, obviously, small products in each of the three relevant cat-
egories certainly exist, and it is easily verified that the induced weak prod-
ucts in each case are max products. Next, the proof of Proposition 3.10,
which yields mixed Mahavier equalisers in Top; and in Compy can eas-
ily be adapted to yield mixed Mahavier equalisers in Sety. Theorem 3.15
can then be applied to conclude that each of these order extensions is
Mahavier complete. The rest of the claims can be deduced by inspecting
the construction of Mahavier limits in the relevant order extensions. [

t

We now turn to a categorical approach to the above result, eliminating
the need to inspect any explicit constructions of the limits.

Definition 7.2. Let Z C € and %’ C ¢’ be order extensions, F': 4 —
%' a functor whose restriction Fg to 4 is a functor to #’, and G: €' —
% a functor whose restriction Gg to %’ is a functor to . We say
that an adjunction between Fg and G4, with right adjoint G4/, namely
a bijection &' (F%(B),B’) = #A(B,G(B')), for all B € # and B’ €
%', which is natural in each variable, extends to the order extensions if
there is an adjunction between F' and G, with right adjoint G, such that
the natural bijection ¢”’(F(C),C") =2 €(C,G(C")) is an extension of the
natural bijection on the subcategories.
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Let D,I: Set — Top be the functors obtained by placing the dis-
crete, respectively indiscrete, topology on a set. These functors extend
to functors Drp,Ir: Setyr — Topp, since for a multivalued function
f: 81 ~ Sy, namely a function f: S; — T(S2), we have that f: D(S1) —
D(T(S2)) is certainly continuous, so we obtain a multivalued function
f: D(S1) ~» D(S2), while the function f: I(Sy1) — T(I(S2)) is continu-
ous since the upper Vietoris topology resulting from an indiscrete space
is itself indiscrete, namely T'(I(S2)) = I(T(Sz2)), so we obtain the mor-
phism f: I(S1) ~ I(S2). Similar arguments show that the underlying
set functor U: Top — Set extends to a functor Ur: Top; — Setr, and
that the adjunction exhibiting D as left adjoint to U, as well as I as right
adjoint to U extend, in the above sense, to adjunctions exhibiting Dt as
left adjoint to Ur, and I as right adjoint to Ur.

Theorem 7.3. Let B C € and %' C %' be order extensions, with func-
tors F' and G as in Definition 7.2, together with an extended adjunction
ezhibiting G as right adjoint to F'. Then G is Mahavier continuous, i.e.,
it preserves all Mahavier limits that exist in B’ C €'. In more detail,
if H: 9 — €' is any order diagram for which @g, (H) exists, then
glg(G o H) exists as well and G(@g, H) @g(G o H) as objects in

Proof. The proof is formally identical to the proof that right adjoints are
continuous functors. O

We may now conclude our treatment of [26, Theorem 5.2], namely the
surjectivity claims, illuminating why they are purely set-theoretic argu-
ments. Indeed, the computation of the Mahavier limit can be seen to take
place in Top C Top,, and applying the forgetful functor, which is an ex-
tended right adjoint, yields a computation in Set C Set;. Moreover, if
the original diagram had surjective bonding functions, then so does the
set theoretic diagram, and so one only needs to conclude the surjectivity
claims for Mahavier limits of sets - a simple exercise.

8. CONCLUDING REMARKS

Through the extension of the notion of limit in a category to Mahavier
limit in an order extension of a category we have shown that the link
between inverse limits of inverse systems of compacta and limits in the
category Comp extends seamlessly to a link between generalised inverse
limits of generalised inverse systems of compacta and Mahaiver limits in
Comp C Comp,. The emphasis throughout was on the applicability of
the general machinery to central issues of classical generalised inverse lim-
its in topology, turning ad-hoc definitions and techniques into facts that
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follow from very general principles. It remains to be seen how effective
the formalism above can be in the study of compacta in general, or of
ergodic concepts (e.g., [31]) directly related to generalised inverse limits.
We conclude this work by briefly considering further research that goes
beyond this immediate query.

8.1. Mahavier limits of sets and of arbitrary topological spaces.
The categorical approach is highly suitable to tackle questions of map-
pings between limits and the subsequence theorem, where results are given
in arbitrary order extensions, involving no particularities of specific cate-
gories. However, questions relating to whether a limiting object of a given
diagram is empty or not, or questions about conditions that guarantee a
limiting object is connected (issues that are treated extensively in the
literature on generalised inverse limits) or results such as those given in
[9], cannot be hoped to be fully answered purely categorically. It would
be interesting to see if the categorical perspective can shed some light on
these issues.

Section 7 shows that an understanding of the relationship between
Set C Setr and Top C Top; is useful for the study of Comp C
Compy, and so it becomes valuable to study Mahavier limits of sets,
as well as of arbitrary topological spaces. From a more extensive perspec-
tive, how do Mahavier limits relate to the field of set-valued analysis?

8.2. Mahavier limits for the Giry monad. The Giry monad (ap-
pearing already in [38] and studied in [16]) is at the heart of a categorical
approach to probability theory. Much theory is developed around the
Giry (and related) monad, of which we only mention [14] where a Kleisli
construction is used for a categorical approach to Baysian machine learn-
ing. It is conceivable that some concepts of stochastic ordering can be
placed on the Giry monad so that the resulting Kleisli category yields an
interesting order extension. It should be interesting to understand the
role of Mahavier limits in the categorical perspective to probability and
machine learning.

8.3. Mahavier limits in programming semantics. Order enriched
monads, and thus ordered Kleisli categories, and so order extensions, are
common place in programming semantics (e.g., [20]), where weak prod-
ucts also play a role. The concept of max limits above already offers an
improvement over weak products, namely the uniqueness of the induced
morphism. It would be interesting to see if the concept of max products
can further simplify arguments, and if Mahavier limits enter the discussion
naturally. Moreover, ordered enriched categories are useful in computer
science (i.e., [1, 35, 60]). The work above offers a different approach to
doing category theory in order enriched categories. Again, it is a natural
to investigate the applicablity of our methods to this problem domain.
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8.4. Mahavier limits in algebra. Obviously, interesting cases where an
object can be studied effectively by exhibiting it as a Mahavier limiting
object of a relatively simple order diagram is a technique that should
not be limited to compacta alone, or just to topology. The monad on
monoids already gives a relevant order extension for the study of monoids
and multihomomorphisms, and one may restrict to subcategories of it to
study, say, groups and multihomomorphisms (for instance, the results of
[50, 62] can naturally be framed inside such an order extension). It would
be valuable if a group (or a ring, or a module, ...) of interest can be shown
to arise as the Mahavier limiting object of an inverse system, much as the
p-adic integers admit such a classical representation.

Acknowledgements. The author thanks Yuki Maehara for several use-
ful remarks.
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